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Abstract 

As one of the main development directions in the 

information field, big data technology can be applied for 

data mining, data analysis and data sharing in the massive 

data, and it created huge economic benefits by using the 

potential value of data. Meanwhile, it can provide 

decision-making strategies for social and economic 

development. Big data service architecture is a new 

service economic model that takes data as a resource, and 

it loads and extracts the data collected from different data 

sources. This service architecture provides various 

customized data processing methods, data analysis and 

visualization services for service consumers. This paper 

first briefly introduces the general big data service 

architecture and the technical processing framework, 

which covered data collection and storage. Next, we 

discuss big data processing and analysis according to 

different service requirements, which can present 

valuable data for service consumers. Then, we introduce 

the detailed cloud computing service system based on big 

data, which provides high performance solutions for 

large-scale data storage, processing and analysis. Finally, 

we summarize some big data application scenarios over 

various fields. 
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1 Introduction 

As the concept of big data first appeared in the 
journal Nature, it is described as large-scale data that 
can not be presented, processed and analyzed using 
existing technologies, methods and theories [1]. Big 
data has the following four typical characteristics, i.e., 
Volume, Variety, Velocity, and Value [2]. The 
statistics show that the economic aggregate of global 
big data market has reached US$58.9 billion in 2017, 
with the 29.1% increment. By 2020, the global big data 
market will create more than 121.4 billion US dollars. 
It is urgent to develop technologies and platforms with 

better performance to compute, process and analyze 
the large-scale data [3-4]. Big data technology can 
improve social governance and production efficiency, 
and promote scientific research [5-6]. There are 
complex and challenging tasks that can not be dealt 
with by traditional reasoning and learning methods, 
requiring innovative techniques, algorithms and 
infrastructure. Therefore, to tackle the new challenges 
of big data technologies, we take a in-depth study of 
the current big data service architecture. 

This paper is devoted to analyzing the current big 
data service architecture, which is composed of three 
main layers. In the data collecting and storage layer, 
data sources in big data services are needed to be 
collected by corresponding equipment, and then the 
data in “pre-processed” state will be stored and 
processed in a distributed file system or database 
system. In the data processing layer, different 
processing frameworks are adopted according to 
different forms of data. The in-depth analysis of big 
data is currently mainly based on large-scale machine 
learning technologies, which can deeply mine the 
potential value of data. Finally, visualization tools are 
used to present results to data service consumers. In the 
application layer, there are applications of big data 
technology over various fields. In addition, in big data-
based cloud computing services, software and 
infrastructure built on cloud model (i.e., SaaS, PaaS, 
IaaS) are utilized to process big data. The big data 
service architecture is shown in Figure 1. 

In the remaining sections of this paper, Section 2 
introduces the infrastructure of big data service 
architecture, which involves the collecting and storage 
of massive data. Section 3 presents the introduction of 
big data processing and analysis technologies. Section 
4 introduces the cloud computing service models based 
on big data, and the integration of cloud computing and 
big data technologies. In the last section, we 
summarize some practical application scenarios of big 
data services. 
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Figure 1. Big data service architecture 

2 Data Collecting And Storage 

In the era of big data, information integration 
usually needs to extract and load large amounts of data 
from massive data sources [7-8]. These distributed data 
are needing to be collected by appropriate equipment 
or software, and data storage management schemes 
should be provided for these massive data in the 
sequential processing steps. 

2.1 Data Collecting 

The forms of big data mainly include static batch 
data and dynamic stream data. Batch data is stored in a 
static form, and stream data is a continuous real-time 
data instance sequence. The streaming data will not be 
stored completely, and many elements will be 
discarded directly after processing [9]. 
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Figure 2. The process of ETL 

Because of the instability of stream data 
transmission, streaming data collecting is different 
from traditional batch data collecting. For batch data 
from different data sources, ETL (Extract-Transform-
Load) tools are usually used to realize the transmission 
and collection of various data types. ETL process is to 

extract data from the data sources, then transform and 
load it into the storage targets [10]. The process is 
shown in Figure 2. ETL removes corrupted or dirty 
data through data processing operations such as 
connection, transformation, and cleanup. The widely 
used ETL tools are Kettle, Datastage, Informatica, etc. 

For the stream data that needs to be collected in real 
time, a collection tool that can guarantee the 
instantaneity, fault tolerance, stability and reliability is 
needed. Flume is a reliable and fault-tolerant 
distributed stream processing system that collects, 
aggregates and transfers a large number of log data 
from different sources to a centralized storage area [11]. 
Flume is usually built around the Hadoop ecosystem 
and it acts as a middleware between data sources and 
receivers [12]. And Kafka is a universal open source 
messaging system, which is mainly used to build real-
time data pipelines and streaming applications [13]. In 
order to further optimize the control and processing 
speed of stream data, Kafka uses queues to process 
data, which can avoid the asynchronism of processing 
speed between data generation and processing [14]. 
The other famous systems include Facebook’s Scribe, 
Taobao’s TimeTunnel. 

2.2 Data Storage 

In the past decades, relational databases and 
structured data management techniques have been 
widely used [15]. According to the characteristics of 
big data, the storage systems adopted mainly include 
distributed file systems, NoSQL, NewSQL and other 
data management systems. 

In 2003, Google developed a scalable file system for 
large-scale distributed storage called Google File 
System (GFS) [16]. It provides high aggregation 
performance of massive data, and meets the demand of 
users for large-capacity storage [17]. HDFS is a part of 
Apache Hadoop core project, and its design idea refers 
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to GFS system [18-19]. HDFS at present is considered 
to be the most widely used big data tool, supporting 
redundancy, reliability, scalability for parallel 
distributed architecture systems [20]. 

NoSQL is a general term for a database whose data 
management mode is non-relational. This NoSQL data 
model involves key-value pairs, column families, 
graphs or documents. Table 1 describes several different 
types of NoSQL databases. For example, Because of 

the simple structure of the key-value pair model, it is 
not easy to cause data collisions and the programming 
model is easier to implement. Another data model is 
based on documents, using a key to identify each 
document. Unlike key-value storage, data in a 
document can be queried. Column family stores are 
inspired by Googles Bigtable [29], and its data is 
stored based on the column family model.  

Table 1. Different types of NoSQL database 

NoSQL 

databases 
Types Characteristics Advantages Disadvantages Scenarios 

Redis [21] 

Excellent read-write 

performance; Data 

persistence; Read-write 

separation 

Without automatic fault 

tolerance and recovery 

function; Not supporting 

for on-line expansion 

Memcached

[22] 

Key-Value 

Key-value pairs; 

Simple data structure; 

High scalability; Low 

query update 

efficiency 

Memory-based data 

processing; Distributed and 

scalable mode; Fast 

processing speed 

Small single cache data 

capacity; Not supporting 

for data persistence 

User information 

storage related to ID 

(key), i.e. sessions, 

configuration files, 

parameters 

MongoDB 

[23] 

Fast access speed; 

Multiple data types; 

High query efficiency 

Low read-write 

efficiency; Large space 

occupancy 

CouchDB 

[24] 

Document-

Oriented 

Document-based data 

processing unit; 

Multiple data formats, 

i.e. JSON, XML 
Availability and 

concurrency; High 

flexibility 

Low query efficiency; 

High maintenance 

difficulty 

Suitable for storing 

log files and 

analyzing data in real 

time 

Hbase [25] 

Fast loading speed; 

Suitable for storage of large 

data; Efficient compression 

rate 

Low multi-conditional 

query efficiency; Not 

directly supporting SQL 

statement query 

Cassandra 

[26] 

Column- 

Family 

Column-based data 

storage model; High 

data correlation in the 

same column family 
Elastic scalability; 

Flexible schema; Multi-list 

data structures 

Not supporting for ACID 

transactions and atomic 

operations 

Suitable for high 

concurrency 

operation on big 

data; Real-time 

read/write access 

Neo4j [27] 

Efficient query 

performance; High 

performance graphics 

algorithm 

Not supporting for large 

graph partition 

GraphDB 

[28] 

Graph-

Oriented 

Graph-based data 

storage formats, i.e. 

entities are vertices; 

High data correlation 

between entities; 

Efficient query 

performance 

ACID transactions and 

atomic operations; Multi-

model objects 

High complexity 

Suitable for relational 

data storage, 

recommendation 

engines, community 

websites 

 
NewSQL represents the new relational database that 

not only has the same scalablity as NoSQL, but still 
provides ACID and SQL services for transactions [30]. 
The current widely used NewSQL databases are: 
Spanner, MemSQL [31-32]. 

3 Data Processing 

At the beginning of data processing, raw data should 
be cleaned, cropped and integrated in order to provide 
high performance big data services for customers. 
Table 2 introduces different data processing modes in 
the big data processing framework. 

3.1 Data Processing 

Because of the huge amount of data, the cost of data 
processing and analysis by accessing all the data is 

high, or even we can not complete the processing in a 
given time period. Hence, at the beginning of data 
processing, raw data should be cleaned, cropped and 
integrated in order to provide high performance big 
data services for customers. Table 3 summarizes the 
characteristics of the currently popular data processing 
frameworks. 

3.1.1 Batch Data Processing 

Since batch data is static and the amount of data is 
extremely large, data processing is usually performed 
using the distributed off-line computing processing 
method that is capable of parallel computing. In 2004, 
Google designed and developed MapReduce [33], 
which is a distributed popular programming model for 
processing big data sets. MapReduce allows users to 
build complex computations on big data sets without  
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Table 2. Data processing modes 

 Date processing modes 

Items Batch processing Stream processing Hybrid processing Graph processing 

Data 

characteristics 

Large-scale; High 

accuracy 

Continuous infinite real-

time data sequence 

Existing of both batch 

data and stream data 

Relevant data formed by 

vertices and edges 

Processing speed Minutes level Millisecond level Millisecond level Second level 

System characteristics 

Simple programming 

mode; Time-insensitivity;

Data-intensive 

Serialized, low latency, 

event-driven triggering 

Diversified workloads; 

High fault tolerance; 

Low latency 

Graph data with massive 

nodes and edges; High 

data correlation 

Communication 

mechanism 
RPC/HTTP Message queue 

Shared 

memory/broadcast 
Message queue 

Data storage HDFS Real-time input stream Memory/disk 
Distributed file systems/ 

databases 

Typical processing 

frameworks 
MapReduce Storm, Samza Spark, Flink Pregel, Giraph 

Application scenarios 

Off-line analysis and 

processing of massive 

data, large-scale Web 

information search 

Pure real-time analysis; 

real-time scheduling, 

continuous calculation 

Iterative machine 

learning; Incremental 

calculation 

Social network map; 

traffic road map analysis 

Table 3. Characteristics of data processing frameworks 

 Data Processing Frameworks 

Characteristics MapReduce Dryad Storm Samza Spark Flink Pregel PowerGraph 

Scalability         

Real-time         

Reliability         

Data correlation         

Concurrency         

Data persistence         

Multilingual programming         

Memory processing         

Fault-tolerance         

Checkpoint mechanism         

Reprocessing mechanism         

Multi-mode operation         

Stream processing         

Micro-batch processing         

Batch computing         

Interactive query         

 
worrying about synchronization, fault tolerance, 
reliability or availability [34]. MapReduce usually 
divides the input data set into independent blocks, 
which are processed by parallel Map tasks. Then the 
output results of Map phase should be further 
processed by the following reduce tasks. In Reduce 
phase, shuffle processing distributes data partitions to 
Reduce nodes dynamically [35]. 

3.1.2 Stream Data Processing 

The stream data processing pattern is suitable for 
processing data that requires a real-time response, 
therefore stream processing is needed as the data 
processing framework that can achieve low latency. 

Storm is an open source distributed real-time stream 
data processing system [36]. Storm is similar to a real-

time Hadoop computing system, which does not need 
to do complicated task scheduling, so it can reduce 
processing latency [37]. Storm has the following 
characteristics: (1) Simple programming model; (2) 
Scalability; (3) High reliability (unlike real-time 
systems such as S4 [38], Storm ensures that data can be 
processed completely); (4) High fault tolerance (Storm 
rearranges the problem processing units if some 
exception occurs during message processing) [39-40].  

Apache Samza is a stream processing framework 
capable of efficiently processing large amounts of data 
[41]. The largest Samza implementation by LinkedIn 
can handle millions of messages per second during 
peak hours [42]. Meanwhile, the combination of Samza 
and Kafka can better take the advantages of the two 
frameworks. Kafka can provide fault tolerance, data 
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buffering, state storage and other technologies for 
Samza, and the relationship is similar to the 
dependence of MapReduce engine on HDFS [43]. 

3.1.3 Hybrid Data Processing 

Some tasks include both batch data processing and 
stream data processing. Many data processing 
frameworks support two types by combining the 
similar or related components and APIs, and can 
simplify different data processing processes.  

Apache Spark is a new batch data processing 
framework with stream data processing capabilities 
[44]. Spark uses a method called Resilient Distributed 
Dataset. Because using RDDs to process data, Spark 
can speed up batch data processing by putting the 
entire process in memory [45]. Spark has better data 
processing performance than Hadoop without memory 
capacity limitations [46]. In addition, Spark Streaming 
component implements a method called Micro-batch 
that treats continuous flows as a series of micro-batch 
data, and handles these micro-batch jobs continuously 
[47]. Spark Steaming component has good fault 
tolerance and load balancing, but it still has insufficient 
performance compared to the complete stream 
processing frameworks. 

Flink is an open source data analysis framework 
managed by Apache for batch and stream data 
processing [48]. Compared with other big data 
processing frameworks, Flink has its unique data 
processing methods. It is used with a persistent 
message queue (such as Kafka) to process data at 
different points of the persistent streams [49]. 
Although both Spark and Flink can handle hybrid data, 
the micro-batch processing architecture adopted by 
Spark will take more time for the data processing than 

Flink [50]. 

3.1.4 Graph Data Processing 

In the massive data, some data called graph data are 
linked together in the form of graphs or networks. The 
number of vertices and edges of graphs has reached 
hundreds of millions. Traditional graph data computing 
frameworks can no longer meet the huge computing 
needs. At present, two kinds of graph processing 
frameworks are mainly used to deal with these large-
scale graph data 51: one is a graph database capable of 
real-time data processing (e.g., Neo4j, OrientDB, and 
DEX); the other is a computing engine capable of 
parallel batch processing (e.g., Hama, Giraph and 
Regel). 

Pregel is a popular batch synchronous parallel 
computing system launched by Google, and it 
introduces a vertex centered large-scale graph 
computing model 52. The Pregel framework is more 
efficient than MapReduce in dealing with iterative 
graph data computation. Pregel can provide a 
computing engine with excellent performance for the 
traversal, shortest path and PageRank computation for 
large graph data 53. 

3.2 Data Analysis and Visualization 

Big data analysis technologies (such as machine 
learning) are used to mine valuable data in the massive 
data, so as to support the prediction and analysis of 
future trends and patterns. Afterward, the information 
should be presented to data service consumers through 
data visualization. Figure 3 shows machine learning 
techniques based on big data. 

Supervised 
learning

Continuous target 

variable

Regression

Event 
prediction

Discrete target 
variable

Classification

Image 
recognition

Clustering

Unsupervised 
learning

Customer 
segmentation

Correlation 

Sentiment 
analysis

Unknown 
target variable

Classification

Semi-supervised 
learning

Text Mining

Clustering

Paths selection

A few target variables are 
unknown, but most are known

Reinforcement 
learning

Discrete target 
variable

Classification

Recommended 
system

 Unknown 
target variable 

Control

Unmanned 
Aerial Vehicle

Big data-based machine 

learning technology

 

Figure 3. Big data-based machine learning technology 

With the in-depth development of big data 
technologies, the machine learning is widely used for 
the in-depth big data analysis [54-56]. Machine 
learning is a research field focusing on theories, 
learning systems and algorithm attributes, which 
includes artificial intelligence, information theory, 
optimal control, cognitive science, mathematics and 

engineering, data mining, control systems, identification 
systems, informatics and so on [57-60]. 

Currently, machine learning has attracted more and 
more attention in terms of big data analysis. For the 
analysis of image data, Niu et al. [61] proposed a novel 
multi-scale depth model, which was used to extract 
rich and discriminative features that could represent 
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various visual concepts. [62] proposed a novel 
unsupervised feature learning approach for mapping 
pixel reflectance to illumination invariant encodes. In 
[63], an efficient image retrieval method was proposed, 
which improve the overall retrieval rate. In the field of 
natural language processing, Liu et al. [64] proposed a 
feature selection method based on correlation analysis 
and Fisher, which can eliminate the redundant features. 
[65] adopted an unsupervised learning method to 
estimate the acoustic model of speech recognition, 
which does not need to transcribe the training data. 

Data service consumers need to obtain valuable data 
after the processing and analysis. Data visualization 
usually uses tables and images to present data 
information for users. By vivid visual effects, data can 
be presented in a more understandable and intuitive 
form, thereby enhancing the attractiveness and 
persuasiveness. Through data visualization, data 
analysts use data trends, data patterns, relationships 
and other information to study the data more deeply 

from different dimensions, so as to further improve 
data analysis. Data visualization tools have been 
widely used, mainly including charting tools (D3, 
RawGraphs, Google Charts, etc.); map class forming 
tools(Modest Maps, Openheatmap, ColorBrewer, etc.); 
timeline forming tools (Cube, Timeflow, Dipity, etc.). 

4 Big Data-based Cloud Computing 

Service Systems 

The advantages of cloud computing technology lies 
in its powerful distributed processing engines, 
distributed databases, cloud storage and virtualization 
technologies. The establishment of cloud computing 
service system based on big data forms a excellent 
performance data cloud service platform. Figure 4 is 
the architecture of big data-based cloud computing 
service systems. 
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Figure 4. The architecture of big data-based cloud computing service 

4.1 Big Data-based Cloud Computing Service 

Models 

Cloud computing is a novel computing paradigm, 
which is used to implement a shared pool model of 
configurable computing resources (e.g., networks, 
servers, storages, applications and services), and it can 
be easy to quickly configure and publish cloud 
computing tasks [66-67]. Big data workloads often 
experience repeated changes of scope and size, and 
powerful processing schemes are often required to 
cope with these changes. Therefore, the components of 
the big data computing architecture must be carefully 
designed considering the characteristics, cost, speed, 
and scalability of the system [68]. Three following 
types of cloud computing service models can well 
solve these above problems.  

(1) Software as a Service (SaaS): Users can obtain 
data processing frameworks for different requirements 
with the cloud computing services. Users do not need 
to maintain softwares, but only need to deliver the big 

data to be processed to the specific SaaS cloud services, 
and then pay after completing the task on demand [69].  

(2) Platform as a Service (PaaS): The PaaS system 
provides a scalable, distributed, and fault-tolerant 
cloud service programming platform for big data 
processing.  

(3) Infrastructure as a Service (IaaS): IaaS cloud 
computing service providers provide users with 
configurable computing resources (processors, storages, 
networks and applications and I/O devices, etc.), 
namely virtualized resource pools. It can deal with the 
variability, scalability, reliability and efficiency in big 
data operations.  

In recent years, cloud computing service model 
based on big data technologies has attracted a lot of 
research attentions. With the increasing scale of 
internet applications, cloud computing becomes more 
and more important for big data proccessing. [70] 
proposed a new SaaS (software as a service) design 
and developed a semantic model to guide the data 
collection process. To meet the new requirements of 
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tenant data replication protection in SaaS, Li et al. [71] 
proposed a new tenant replication protection 
mechanism MT-DIPS based on tuple sampling. [72] 
discussed a context-aware safe strategy model, which 
can be customized according to the specific 
requirements of PaaS-based applications. 

4.2 Big Data and Cloud Computing 

Big data cannot be separated from the cloud 
computing. At present, the well-known cloud service 
providers include Amazon Web Services, Microsoft 
Azure, Aliyun, etc. These cloud service providers 
integrate data computing, algorithm development, data 
service and other technologies according to various 
data development needs, which realize a complete set 
of big data integration development environment on 
the cloud [73-74]. In terms of data processing, batch 
processing and stream processing are combined to 
process real-time data streams and historical data 
collaboratively. In terms of algorithm development, 
machine learning platform supports the implementation 
of regression, classification, clustering and other 
algorithms, and it supports popular deep learning 
frameworks such as TensorFlow, MXNet, Caffe, 
PyTorch. In addition, there are data maps in the data 
cloud service ecosystem, which can search data 
information and make data development and 
maintenance easier. The financial data security system 
on the cloud that passed the professional level test 
provides comprehensive data management and security 
solutions (e.g., data identification, sensitive data 

discovery, access monitoring, risk detection and 
anomaly detection) [75]. 

The fusion of big data and cloud computing 
technologies has been paid increasing attention by 
researchers. In the field of data collection and storage, 
Sookhak et al. [76] proposed a new data structure 
based on the algebraic attributes of outsourced files for 
cloud computing. Yang et al. [77] proposed a cloud 
data center energy-saving storage strategy based on a 
novel hypergraph overlay model. For data processing, 
a new computing framework called Firework is 
proposed in [78]. And Wang et al. [79] proposed a 
machine learning framework for cloud computing 
auxiliary resource allocation. Ezenwoke et al. [80] 
proposed a visual visualization framework for cloud 
services. 

5 Big Data Application Scenarios 

Big data technologies has appeared in every aspect 
of people’s lives, and they have been applied in various 
industries (e.g., finance, internet, catering, medical 
treatment, energy, sports and entertainment) [81-86]. In 
the field of Internet of things, data collection 
technology of wireless sensor network and data 
processing algorithm of big data can realize practical 
applications such as Internet of vehicles, novel 
computer architectures, Indoor localization and road 
anomaly detection [87-96]. Figure 5 shows the 
application of big data in various fields.  
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Figure 5. Big data application scenarios 
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5.1 Recommendation Systems 

In recent years, with the exponential growth trend of 
all kinds of data, data consumers have to face the 
problem of excessive information, which makes it 
more difficult to make correct decisions. This 
phenomenon is called information overload. 
Recommendation system can use big data processing 
technologies to extract potentially valuable information 
from massive overload information. Its main idea is to 
build a model by analyzing user’s historical behavior 
and preference information, then automatically 
recommend items or products of interest to users, and 
finally obtain personalized lists for different users [97-
98].  

With the exponential growth of data volume, 
recommendation system can intelligently analyze 
information and provide targeted data services for 
users. So this field has attracted extensive attention of 
researchers. [99] studied the problem of exploring the 
implicit hierarchy of recommendation system in the 
case of unclear recommendation system. And the 
contextual operating tensor model proposed in [100] 
has designed a new recommended method. In the 
application, Chen et al. [101] propose a time-aware 
smart object recommendation model by jointly in 
social internet of things. Due to the fact that vehicle 
trajectory is easily affected by the environment and 
user behavior, trajectory prediction is relatively low. 
[102] proposed a prediction model integrating 
environmental perception and behavioral preference. 
Customer information analysis and recommendation 
are crucial to the development of enterprises in market 
competition. [103] proposed an efficient query 
framework to find and recommend potential customers 
for target products. 

5.2 Smart Grid 

In the network of smart grid, the infrastructure 
provides massive information and detailed data 
required for automatic decision support through 
wireless sensor network and other technologies [104-
114]. All of these data need to be processed and stored 
in real time for using historical or real-time data to 
create decisions based on certain situations [115].  

Machine learning technologies can be used in smart 
grid to predict power consumption, pricing, power 
generation estimation, fault detection, adaptive control 
and so on [116]. The existing price forecasting, power 
load forecasting and other methods may be difficult to 
process the huge price data in the power grid. To solve 
these problems, a new electricity price prediction 
model was proposed in [117]. At the same time, in 
order to study the problem of data upload in the 
communication system between decentralized devices, 
Li et al. [118] proposed an optimal algorithm of 
polynomial running time. In addition, in other 
applications of smart grid, [119-121] proposed some 

optimization methods.  

5.3 Emotional Analysis 

Due to the rise of social networks, in the era of big 
data a new scene of large-scale data with emotional 
analysis arises. Emotional analysis is a process of 
analyzing people’s emotions, opinions and evaluations, 
which is used to extract valuable information from 
massive data [122].  

In massive data, high-precision emotional 
classification is a major challenge in emotional 
analysis. Recent works have effectively explored 
different emotion classification techniques, from 
simple rule-based and dictionary-based approaches to 
more complicated machine learning algorithms. 
Methods based on machine learning mainly uses 
machine learning algorithm related to emotion analysis 
to process data, such as ANN, Random Forests, 
Genetic Algorithm, k-nearest neighbor Algorithm, 
Support Vector Machine(SVM) and other algorithms. 
By demonstrating a model with audio, video and text 
as sources of information, Poria et al. [123] proposed a 
new multi-mode affective analysis method to obtain 
emotions from video networks. 

6 Conclusion 

With the rapid development of modern information 
technologies, data has become an important basis for 
the development of production materials and 
technologies. This paper investigated the big data 
service architecture, cloud computing services based 
on big data and some current big data application 
scenarios. First, we investigated big data 
infrastructures that support the big data collection and 
storage technologies and tools. Then according to the 
different data processing modes, the technical 
frameworks of four typical data processing were 
briefly introduced. Afterwards, this paper introduced 
the big data applications, including machine learning 
technologies for deep big data analysis. In addition, we 
discussed big data visualization technologies. Later, we 
introduced the cloud computing service models, as 
well as the combination of cloud computing and big 
data technologies. Finally, this paper summarized some 
practical application scenarios of big data technologies. 
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