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Abstract 

In this paper, we propose a new formal concept 

analysis (FCA)-based query expansion approach, which 

uses the set of retrieved document collection against the 

whole document set. In this approach, description topics 

(DTs) are extracted from the documents and organized to 

denote precisely the user’s information need. For a new 

query, we build a concept lattice from the extracted DTs, 

using the retrieved document collection as the formal 

context, and choose the most probable interpretations as 

query concepts. Our experiments are performed on two 

collections (data sets from TREC-7, TREC-8 and AP89). 

The experimental evaluation shows that our approach can 

reduce the overall computational overhead, and is as good 

as some typical query expansion approaches. 

Keywords: Query expansion, Formal concept analysis, 

Information retrieval, Query concepts 

1 Introduction 

Until now, knowing how to express a user’s 

informational requirement in a query was a continually 

occurring question within the information retrieval (IR) 

field [1]. One of the pivotal problems is how to 

determine the set of words or terms that can express 

and expand the query semantically, except for refining 

the search query [2]. In some previous IR systems, 

after several general text preprocessing steps, a 

document in a data set is always represented by the 

terms or words that appear in it, and, usually, the 

important terms can be chosen to represent the user’s 

informational need, which always results in the well-

known vocabulary mismatch problem.  

Consequently, traditional keyword-based retrieval is 

becoming more difficult to satisfy users’ search 

demands, and so concept-based retrieval approaches 

have been developed. Concept-based approaches treat 

query words as concepts, rather than as literal strings 

of letters, and take into account some domain 

knowledge in determining an appropriate expression 

and expansion of the initial query [3-7]. Also, in some 

traditional research [8], particular related terms pre-

extracted from a whole set of documents, regarded as 

query concepts, are selected to expand the user’s 

information needs. But the construction of query 

concepts, which deals with the whole corpus, is very 

time consuming. However, these means are useful in 

that they get the experiences in bridging the gap 

between the terminology used in defining initial 

queries and the terminology used in representing 

documents. Therefore, the concept-based retrieval 

approaches are able to retrieve relevant documents 

even if they do not contain the specific words used in 

the initial query.  

Wille proposed FCA in 1982 [9], and, since the 90s, 

it has been integrated with basic information retrieval 

techniques to build more comprehensive systems for 

the information-accessing field. Concept lattices were 

used as a support structure for IR. A number of 

researchers have proposed lattice-based structures for 

IR [10-15], but most of which only made researches or 

practices using a variety of small datasets showing the 

mathematical aspect of FCA. The search applications 

using FCA aiming at middling or more amounts of 

documents could not be found. That’s because when 

having large number documents and attributes(always 

using the terms extracted from the documents), the 

lattice’s building is time and space consuming. 

In order to provide FCA a path to deal with more 

amounts of documents, minimize the scope of query in 

the large numbers of documents, and provide 

controlled ways of eliminating query expansion 

diversity, we develop a new FCA-based query 

expansion approach, as follows: 

(1) Based on the query, which gets the set of 

retrieved documents against the whole document set to 

do the expansion.  

(2) Description topics (DTs) defined as intrinsic 

concepts existing in a document are extracted from the 

retrieved documents. 

(3) Using the retrieved documents as objects and 

DTs as attributes, a concept lattice is bulit as the 
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possible expansion space. 

(4) Generating the expanded query by selected 

lattice node(s) 

In our work, rather than using a thesaurus (e.g. 

WordNet [16]), we use the set of retrieved documents 

sets which is a kind of local technique consuming less 

time and space compared to global technique. 

Furthermore, to improve the expansion performance, 

we use the DTs to capture the latent semantic meanings 

in the documents instead of simply extracted terms, 

based on which the concept lattice is used to organize 

the documents and DTs. Finally, we get the query 

concepts from the concept lattice, which could denote 

the user’s information need appropriately, not using 

traditional terms. 

Therefore, our research focused on two issues: (1) 

how to get the DTs from the set of retrieved documents 

sets by a searching query, and (2) how to calculate the 

select the query concepts from the concept lattice of 

DTs. Moreover, we proposed an automatic query 

expansion framework, called the FCA-based query 

expansion model, to construct appropriate query 

concepts. Finally, we examined whether our 

framework is capable of using the retrieved set of 

documents to construct expanded query concepts. 

This article is organized as follows. Section 2 

summarizes related works of query expansion. Section 

3 describes the query expansion measure based on 

formal concept analysis. Section 4 shows experimental 

results. Section 5 concludes the article. 

2 Related Works of Query Expansion 

Query expansion is a method for improving retrieval 

effectiveness. It is based on the assumption that the 

user’s initial queries often do not entirely satisfy their 

information needs. Query expansion techniques can 

then be applied to modify the original user’s queries, 

thereby aiming to improve the retrieval results. In this 

section, we will introduce the global analysis, local 

analysis and ontology-based query expansion. 

2.1 Query Expansion by Global Analysis and 

Local Analysis 

There are two kinds of method for query expansion 

techniques: global analysis (or corpus specific query 

expansion) and local analysis (or query specific query 

expansion) [17-20]. In the global analysis method, new 

terms are added to an original query before searching, 

which requires the use of external resources such as a 

thesaurus [21], or WordNet [22-23]. In the local 

analysis method, a new query is formulated on the 

basis of some retrieved documents of search with the 

original query [24].  

2.1.1 Global Query Expansion Techniques 

Global query expansion uses the knowledge 

embedded in the corpus, such as the lexical association 

or co-occurrence information, to determine useful 

terms to add to the user query. Over the years, many 

techniques have been developed by researchers to use 

this extracted knowledge. 

The query expansion model, proposed in [25], gives 

a novel framework for query expansion, which 

generates a set of expanded queries that provides a 

classification of the original query result set. 

Specifically, the expanded queries maximally retrieve 

the results of the original query, and the results 

retrieved by different expanded queries are different. 

Shiri [21] focused on end-user query-expansion 

behavior within the context of a thesaurus-enhanced 

search setting. The results indicated that thesauri are 

capable of assisting end users in the selection of search 

terms for query formulation and expansion; in 

particular, by providing new terms and ideas.  

With the development of the language-modeling 

(LM) framework, query expansion techniques, such as 

the hidden Markov model (HMM) [26], have been 

developed by researchers. These techniques can be 

categorized as global techniques. Bai [27] proposed to 

integrate various contextual factors, such as the topic 

domain of the query, the characteristics of the 

document collection, and the context words, within the 

query to generate a new query language model.  

The concept-based query expansion (CQE) [28-30] 

presents a mechanism to help searchers navigate their 

way into the semantical richness of the meaning of a 

query, or the resource collection. The Markov chain 

translation model (MCTM) [31] indicates a method 

based on MC models, which integrates several types of 

monolingual term relation in addition to the translation 

relation. As a result, query translation is extended to 

cross-lingual query expansion. The CQE and MCTM 

are well-known global query expansion models. 

2.1.2 Local Techniques for Query Expansion 

Local techniques for query expansion basically use 

the pseudo relevance feedback. A set of top-ranked 

documents retrieved for the query is used to expand the 

query. Local feedback [32] and local context analysis 

[33] are some of the well-known local techniques. 

Carpineto [34-35] proposed an information-theoretic 

approach to select and weigh the expansion terms 

within Rocchio’s framework of query reweighing. The 

relevance model [36] and model-based feedback [37] 

are some other popular local techniques for query 

expansion. Metzler [38-39] extended the Markov 

random field model using the latent concept expansion 

in a pseudo relevance feedback setting. Collins [40] 

used co-occurrence in the top retrieved documents, 

along with general word association, co-occurrence in 

a large Web corpus, and synonyms in his random walk 

model for query expansion. Cao [41] used supervised 

learning to separate good expansion terms from others, 
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as obtained through pseudo relevance feedback. 

In our work, we use the local technique and develop 

an FCA-based query expansion approach, which uses 

the set of retrieved documents against the whole 

document set. 

2.2 Ontology-based Query Expansion  

Query expansion with the use of ontologies has been 

recently well researched to help the users clarify their 

information needs, and come up with semantic 

representations of documents. Various approaches and 

models exist for conducting query expansion using 

ontological information in the last decade [42-46]. 

Nenad Stojanovic [42] presented an approach for 

calculating relevance in the ontology-based retrieval. 

The approach extends the notion of syntactical 

relevance, which can be found in traditional IR, to the 

semantic relevance that takes into account the 

conceptualization of the retrieval process. It combines 

standard IR techniques for representing uncertainty 

with the rich domain model. The main advantage is the 

possibility to define relevance in a flexible way, so that 

it can be adapted for different contexts. In [43], an 

ontology-based information retrieval approach is 

proposed based on the existence of a conceptual 

hierarchical structure. This approach encodes the 

contents of the domain to which the considered 

collection of documents belongs. Both documents and 

queries are represented as weighted trees. Dragoni et al. 

[44] designed a vector space model approach to 

representing documents and queries, which is based on 

concepts instead of terms and uses WordNet as a light 

ontology. Such representation reduces the information 

overlap with respect to classic semantic expansion 

techniques. Experiments carried out on the MuchMore 

benchmark and on the TREC-7 and TREC-8 ad-hoc 

collections demonstrate the effectiveness of the 

proposed approach. The approaches to semantic 

searches by incorporating Linked Data annotations of 

documents into a generalized vector space model are 

illustrated in [45]. One model exploits taxonomic 

relationships among entities in documents and queries, 

while the other model computes term weights based on 

semantic relationships within a document. Corcoglioniti 

et al. [46] investigated the benefits of using the 

semantic content automatically extracted from text, in 

which both queries and documents are processed to 

extract semantic content pertaining to the semantic 

layers. They are: entities, types, frames and temporal 

information. 

Experiments undertaken in the above researches 

illustrate the ontology-based query expansion methods’ 

effectiveness of the approach. In our work, similar to 

[44-45], we use the vector space model and concept 

lattice to express and organize the documents and 

queries instead of using traditional terms. 

3 The New Query Expansion Model Based 

on Formal Concept Analysis 

In this paper, DTs are defined as intrinsic concepts 

existing in a document, or a document collection, 

which can represent the inclusive and important 

meaning of a document or a document collection. 

Since it is possible that there may be many repeated 

DTs in similar documents, we can construct these 

topics between documents systematically into concept 

lattices in order to make use of them in IR. 

Since the DTs represent the main content of 

documents, if we apply our framework to the whole 

corpus, it becomes more time consuming because of 

the size of (1) the generated possible DTs and (2) the 

DT lattice underlying the whole set of documents. 

Therefore, we use the set of retrieved documents 

instead of the whole collection, which is expected to be 

less computationally expensive in obtaining the DTs 

and in building the lattice. The use of the set of 

retrieved documents makes it possible to derive the 

query concepts from the initial query. This approach is 

encouraged by earlier works [47-48], because the 

reliability of the retrieved documents, as a document 

collection, is quite good. In these earlier works, the 

authors prefer to use the information extracted from the 

retrieved set of documents for a query expansion. 

However, this approach has the disadvantage that we 

must construct the DTs and a build lattice for each new 

query expansion. Figure 1 shows the process of 

constructing DTs graphically. 

 

Figure 1. Construct description topics and building a 

concept lattice 

3.1 Obtaining Important Sentences 

In everyday life, we usually find that a certain 

sentence can be representative of a well-known book 
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or article. A representative sentence may easily remind 

people of the book containing this sentence. We adopt 

individual sentences as basic units for feature selection, 

since sentences are more representative than terms.  

Since summaries are composed using important 

sentences in documents, the basic idea of composing a 

salient summary is to include the sentences that contain 

more salient concepts. Moreover, to compose a 

summary with good coverage, a summary sentence 

should provide some salient concepts that are different 

from the other summary sentences. A variety of 

summarization methods have been proposed over the 

years. Currently, most methods are extractive methods 

for which sentence ranking is essential. Many 

sentence-ranking methods have been proposed in 

previous studies, including feature-based methods, 

graph-based methods, and learning-based methods [49-

53]. Therefore, we select the significant sentences of 

each document by use of scoring in our work.  

 First, we retrieve a set of documents for a given 

query, and then take the top-ranked n documents from 

the retrieved documents. The importance of each 

sentence is measured here by a hybrid method. We 

compute the importance by the title, importance of 

term, query, and then the importance of a sentence is 

calculated by combination of these three kinds of 

importance. 

3.1.1 The Importance of Sentences by the Title 

Generally, we believe that a title summarizes the 

important content of a document [54]. By Mock [55] 

terms that occur in the title have higher weights. But 

the effectiveness of this method depends on the quality 

of the title. In many cases, the titles of documents from 

newsgroups or emails do not properly represent the 

contents of these documents. Hence, we use the 

similarity between each sentence and the title instead 

of directly using the terms in the title. Similar 

sentences to the title contain the important terms, 

generally. For example, let us consider the following 

title: “I have a question.” This title does not contain 

any meaning about the contents of a document. 

Nevertheless, sentences with a question should be 

handled importantly because they can have key terms 

about the question.  

We measure the similarity between the title and each 

sentence, and then we assign the higher importance to 

the sentences with the higher similarity. The title and 

each sentence of a document are represented as the 

vectors of content words. The similarity value of them 

is calculated by taking the inner product, and the 

calculated values are normalized into values between 0 

and 1 by a maximum value. The similarity value 

between the title T and the sentence Si in a document d 

is calculated by using the following formula: 
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vector of sentence. 

3.1.2 The Importance of Sentences by the 

Importance of Terms 

Since the method by the title depends on the quality 

of the title, it can be useless in a document with a 

meaningless title or no title at all. Besides, sentences 

that do not contain important terms need not be 

handled importantly; although, they are similar to the 

title. On the contrary, sentences with important terms 

must be handled importantly; although, they are 

dissimilar to the title. Considering these points, we first 

measure the importance values of terms by TF, IDF, 

and statistical values. Then, the sum of the importance 

values of terms in each sentence is assigned to the 

importance value of the sentence. In this method, the 

importance value of a sentence Si in a document d is 

calculated as follows: 
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where f (t) denotes the term frequency of term t, and id 

f (t) denotes the inverted document frequency. 

3.1.3 The Importance of Sentences by the Query 

Since most of the query-focused summarization 

systems base their work on incorporating features that 

are related to the given query (e.g. the relevance of a 

sentence to the query), a generic summarization system 

can be easily adapted to a query-focused one. These 

query analyses are investigated by a number of systems 

to either extract key words from the query based on the 

word weight calculated in different ways, or analyze 

the question type of a query if there exists, which 

indicates what kind of information the query is seeking 

[56].  

Accordingly, we measure the similarity between the 

query and each sentence, and then we assign the higher 

importance to the sentences with the higher similarity. 

The query, and each sentence of a document, are 

represented as vectors of content words. The similarity 

value of them is calculated by taking the inner product, 

and the calculated values are normalized into values 

between 0 and 1 by a maximum value. The similarity 

value between the title q and the sentence Si in a 

document d is calculated by the following formula: 
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where q
�

 denotes a vector of the query, and 
j
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a vector of sentence. 

3.1.4 The Combination of Three Sentence 

Importance Values 

Three kinds of sentence importance are simply 

combined in the following formula: 

2
( ) ( , ) ( , ) ( )

i i1 i i
Score S w Sim T S w Sim q S SoIT S= × + × +  (4) 

In (4), the w1, w2 and w3 are constant weights, which 

control the rates of reflecting the three importance 

values. Also, w1 + w2 + w3 = 1. 

3.2 Important Sentences into Feature Vector 

For each document, we score the sentences with the 

above method. The final score for each sentence is 

calculated by summing the individual score obtained 

from each method used.  

Lam-Adesina and Jones also limited the optimal 

summary length from 15% of the original document 

length up to various maximum summary lengths (4, 6, 

or 9 sentences), empirically. Thus, we empirically set 

the optimal summary length, i.e. the measure of 

significant sentences (mss), to 7, for a medium sized 

document (i.e. 25 < number of sentences (NS) < 40) in 

our approach. For documents out of this range (NS < 

25 or NS > 40), we compute the mss as follows: 

 mss = 7 + (0.1 * (NS − L))  

Where NS is the number of sentences in a document 

and L is the limit (25 for NS < 25 and 40 for NS > 40). 

We intended to make this mss not only proportional to 

the document length, but also not too affected by the 

document length. Finally, we choose the highly ranked 

mss sentences as significant sentences. Then, we 

generate the summaries with these selected sentences 

for each given document [8]. If the NS is smaller than 

mss, we take all sentences in the document as 

significant sentences (mss = NS).  

Then, we merge the selected important sentences 

that have overlapping terms among them inside a 

document. Therefore, we partition the selected 

significant sentences into several orthogonal feature 

vectors that do not share common terms. 

Example 1. We represent a sentence vi, as a vector of 

terms with their associated TF*IDF weight values in 

the document (e.g. see Figure 2). Thus, for each 

document, we can consider a set of vectors V = {v1, v2, 

v3, v4}. To build the feature vectors of the illustrated 

document d1, we partition S as follows. 

 

Figure 2. Merging the selected important sentences’ 

features 

First, v1 is assigned to feature f1. Since v2 has a 

common term “concept” with v1, v2 is also assigned to 

f1. On the other hand, v4 is assigned to the new feature 

f2 because it has no overlapping terms with the first two 

sentences. The sentence v3 is merged into f1 because of 

the shared term “term”. This process thus results in two 

feature vectors that are orthogonal to each other. After 

the partitioning process, each feature vector, fi, will be 

seen as a maximally connected component, as shown 

in Figure 2. We can see that the feature vectors, f1 and 

f2, have no overlapping terms in the document, i.e. they 

are orthogonal in a vector space. More formally, this 

idea of partitioning is devised by constructing 

maximally connected components in a graph 

representation. Each vector vi is a subgraph, such that 

the vertices of the subgraph are the terms of the vector 

vi, and the edges connect the terms, which are in the 

same sentence vi. 

In this process, we take only the significant terms 

included in the significant terms list, generated in the 

sentence selection process, to construct the feature 

vectors, and then partition these sentences. 

3.3 Feature Vectors into Description Topics 

Although the sentence selection allows us to find 

features inside a document according a query, the 

feature’s table (formal context) is extremely sparse. To 

solve this question, we need a similarity measure-ng 

method to integrate the similar features into DTs from 

the retrieved collections in general, which we will use 

to create the DT’s formal context.  

Specifically, we calculate semantic similarity 

between features by considering the following relations 

in addition to standard stemming: (i) synonyms or 

hyponyms (such as war-battle); (ii) derivational 

morphological variations (such as decision-decide, 

Argentine-Argentina); and (iii) inflectional 

morphological variations (such as relations-relation). 

According to Lesks hypothesis [57], word senses that 

are related can be characterized by their shared words 

in their definition. In our work, the definition of a sense 
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of a feature consists of information from WordNet: its 

synset (a set of synonyms of the sense), gloss (the 

explanation of the sense with possibly specific 

examples), direct hypernyms (is-a relation) and 

meronyms (has-a relation). For two features, fi and fj, 

with sense definitions 
1 2
, ,...

i i i

m
FS FS FS  and 

1 2
, ,...

j j j

n
FS FS FS , respectively, their semantic similarity 

is: 

 

2
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| | | |

k
z i j

x y

z
i j i jx m y n

x y

Overlap FS FS

Sim f f
FS FS

=

=

×

∑
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 (5) 

Example 2. Consider Relation A in Figure 3. Relation 

A could reference the same feature. In other words, 

features f1 and f6 could denote similar meaning. Indeed, 

summarization methods discover only local patterns in 

a document. 

 

Figure 3. The procedure of getting description topics 

from feature vectors 

Then we propose a clustering algorithm, which is 

suitable for our objective. This algorithm is similar to 

the single pass and reallocation method used in early 

work on cluster analysis [58]. In this algorithm, we 

divide the clustering procedure into two phases: (1) 

cluster the feature vectors (f 1, f 2, · · · f n) to centroid 

vectors (c1, c2, · · · cm) using the single pass method, 

and (2) reallocate the feature vectors (f 1, f 2, · · · f n) to 

the generated centroid vectors. In each phase, we apply 

the following algorithm to the feature vectors and 

generate the centroid vectors. 

Algorithm 

1. Assign the first feature, f1, as a representative for 

the description topic DP1; 

2. For each feature, fi, compare the similarity, Sim, 

between the feature fi and all generated DTs. The 

measure of similarity is given in (5). 

3. Choose the maximum value of similarity Sim 

called Simmax. 

(a) If the similarity Simmax is greater than a threshold 

value u (e.g. 0.8), we recompute the description topic 

DPj. 

(b) If the similarity Simmax is less than a threshold 

value v (e.g. 0.2), we create a new DT using feature fi. 

(c) Otherwise, if the similarity Simmax is between u 

and v, we ignore feature fi. 

4. Repeat Steps 2 and 3 until there is no more feature 

fi. 

All features are assigned according to the above 

algorithm. We obtain m initial DTs. In the reallocation 

step, we follow the procedure described above apart 

from Step 1. We reassign all features to the generated 

m clusters to obtain an improved partition. This 

reallocation process operates to select some initial 

partitions of the feature vectors and then to move these 

features from cluster to cluster, so as to obtain an 

improved partition. In all of our experiments, the 

parameters u and v were set experimentally to 80% and 

20%, respectively. Finally, these generated clusters are 

designated as the DTs.  

Then, we try to analyze and expand the user’s query 

using these DTs and a concept lattice. 

3.4 Organize Description Topics By Formal 

Concept Analysis 

FCA is proposed by Wille R. in 1982 [10, 59], and it 

is a field of applied mathematics based on the 

mathematization of concept and conceptual hierarchy. 

As a type of very effective method for data analysis, 

FCA has been wildly applied to various fields, such as 

machine learning, information retrieval, software 

engineering, and knowledge discovery [11, 60-63]. It is 

suitable for exploration of symbolic knowledge 

(concepts) contained in a formal context, such as a 

corpus, a database, or an ontology [63]. 

Suppose we have a collection U of documents. 

Individual members of this collection (documents) are 

written with small letters like (d, d1, d2), while subsets 

are written in capitals (D, D1, D2). During the indexing 

process, DTs (attributes) are attached to documents. 

We write A to denote the set of all attributes (a, a1, a2) 

for individual attributes, and (A, A1, A2) for attribute 

sets (subsets of A). The result of the indexing process 

is reflected in the binary relation: we write aγd iff 

attribute a describes document d. The tuple (U, A, R) is 

called a context. 

Remark 1. Let U and A be two finite and nonempty 

sets. Elements of U are documents, and elements of A 

are DTs. The relationships between documents and 

DTs are described by a binary relation R between U 

and A, which is a subset of the Cartesian product U ×A. 

For a pair of elements x ∈ U and y ∈ A, if (x, y) ∈ R, 

also written as xRy, we say that document x has the 

DT y, or the DT y is possessed by document x. In this 

paper, (x, a) ∈ R is denoted by 1, and (x, a) ∉  I is 

denoted by 0. Thus, a document collection’s formal 

context can be represented by a table with only entries 

of 0 and 1. 

A document x ∈ U has the set of DTs: 
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 { | }xR y A xRy A= ∈ ⊂  (6) 

A property y ∈  V is possessed by the set of 

documents: 

 { | }Ry x U xRy U= ∈ ⊂  (7) 

Remark 2. For a (document-DT) formal context (U, A, 

R), for a set X ⊆  U of documents and a set B ⊆  A of 

DTs, we define a set-theoretic operator *[59]: 

 * { | ,( , ) }X y A x X x y R= ∈ ∀ ∈ ∈  (8) 

It associates a subset of DTs X∗  to the subset of 

documents X. Similarly, for any subset of DTs B ⊆  A, 

we can associate a subset of documents B∗  

 * { | ,( , ) }B x U y B x y R= ∈ ∀ ∈ ∈  (9) 

X ∗ is the set of all the DTs shared by all the 

documents in X, and B∗  is the set of all the documents 

that fulfill all the DTs in B. 

Remark 3. Let (U, A, R) be a document collection’s 

formal context. The pair (X, B) is called a formal 

concept, for short, a concept of (U, A, R), if and only if 

X ⊆  U, B ⊆  A, X* = B and B* = A. X is called the 

extension and B is called the intension of (X, B). The 

set of all concepts in (U, A, R) is denoted by L(U, A, 

R).  

The operator * has the following DTs: for all X1, X2, 

X ⊆  U and all B1, B2, B ⊆  A. 

 * * * *

1 2 2 1 1 2 2 1
,X X X X B B B B⊆ ⇒ ⊆ ⊆ ⇒ ⊆  (10) 

 ** **

,X X B B⊆ ⊆  (11) 

 *** ***

,X X B B⊆ ⊆  (12) 

 * *

X B B X⊆ ⇔ ⊆  (13) 

 * * * * * *

1 2 1 2 2 1 2
( ) ,( )

1
X X X X X B B B∪ = ∩ ∪ = ∩  (14) 

 * * * * * *

1 2 1 2 2 1 2
( ) ,( )

1
X X X X B B B B⊇∩ ∪ ∩ ⊇ ∪  (15) 

Remark 4. Let (U, A, R) be a document collection’s 

formal context, and (X1, B1) and (X2, B2) be the 

concepts of the context. Then, the concepts of a formal 

context (U, A, R) are ordered by: 

 
1 1 2 2 1 2 1 2

( , ) ( , ) ( )X B X B X X B B≤ ⇔ ⊆ ⇔ ⊇  (16) 

Where (X1, B1) and (X2, B2) are concepts. (X1, B1) is 

called a subconcept of (X2, B2), and (X2, B2) is called a 

super-concept of (X1, B1). The notation (X1, B1) < (X2, 

B2) denotes the fact that (X1, B1) ≤ (X2, B2) and (X1, B1) 

≠  (X2, B2). If (X1, B1) < (X2, B2) and there does not 

exist a concept (Y, C) such that (X1, B1) < (Y, C) < (X2, 

B2), then (X1, B1) is called a child-concept (immediate 

sub-concept) of (X2, B2), and (X2, B2) is called a 

parent-concept (immediate super-concept) of (X1, B1). 

This is denoted by (X1, B1) < (X2, B2). 

Remark 5. Let (U, A, R) be a document collection’s 

formal context, then L(U, A, R) is a complete lattice. 

The infimum and supremum are given by: 

 **

1 1 2 2 1 2 1 2
( , ) ( , ) ( ,( ) )X B X B X X B B∧ = ∩ ∪   (17) 

 
1 1 2 2 1 2 1

*

2

*( , ) ( , ) (( ,( )))X B X B X X B B∨ = ∪ ∩  (18) 

Remark 6. Let L(U, A1, R1) and L(U, A2, R2) be two 

concept lattices. If, for any (X, B) ∈ L(U, A2, R2), 

there exists (X’, B’) ∈ L(U, A1, R1) such that X’ = X, 

then L(U, A1, R1) is said to be finer than L(U, A2, R2), 

denoted by: 

 
1 1 2 2

( , , ) ( , , )L U A R L U A R≤  (19) 

If, in addition, L(U, A1, R1) ≤L(U, A2, R2), we say 

that the two concept lattices are isomorphic, denoted 

by: 

 
1 1 2 2

( , , ) ( , , )L U A R L U A R≅  (20) 

Example 3. A document collection’s formal context 

(U, A, R) is given in Table 1; where U = {d1, d2, ..., d7} 

and A = {a, b, ..., f }. For the formal context given in 

Table 1, the corresponding concept lattice is given in 

Figure 4. For simplicity, a set is denoted by listing its 

elements. For example, the set d2, d3 is denoted by 23. 

Table 1. A document collection’s formal context 

example 

 a b c d e f 

d1 1 1 1 1 0 0 

d2 0 0 0 1 0 1 

d3 0 0 0 1 1 1 

d4 0 0 1 0 1 0 

d5 0 0 1 1 1 0 

d6 0 0 1 0 0 1 

d7 1 1 1 1 1 0 

 

Figure 4. The concept lattice from Example 3 
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3.5 Generation of Query Concepts Using a 

Lattice of Description Topics 

We assume that an initial query and/or documents 

contain several ideas or purposes. In other words, they 

are designed to represent several topics. Therefore, to 

enhance an initial query, we select its most similar DTs 

from the concept lattice and generate all its possible 

interpretations under a disjunctive normal forms 

(DNFs) form. The most probable DTs in the selected 

lattice node(s) are chosen to construct query concepts.  

We propose to expand the initial queries by using 

the following methodology: 

1. Build the DTs lattice of the retrieved document 

collection using the increment or batch lattice 

constructing algorithms. 

2. Select first top N (here we choose N=1 or 2) DTs 

lattice nodes that are similar to the initial query q, 

using concept similarity method [64]. 

3. Select the DTs from the N nodes and extract the 

terms included in the topics. 

4. Generate all the possible combinations using the 

extracted terms under a DNF form. These are called 

the candidates query concepts. 

5. Choose the query concepts that are most similar to 

the initial query q, using the concept similarity method. 

The selected query concept is called QC. 

6. Choose m high-frequency terms (usually between 

5 and 10 terms) from the selected QC. 

7. Construct the final expanded query qe = αq +βQC, 

where 0 ≤ α ≤ 1 and β = 1−α. α and β are called 

weighting constants. 

Figure 5 illustrates the process graphically. From all 

the possible DNFs, we select the one that is most 

similar to q0 as the best query concept. 

 

Figure 5. The procedure of generating query concepts 

in query expansion 

4 Experiment 

4.1 Experiment Setup 

In order to evaluate the effectiveness of the proposed 

model, we conducted experiments using the TREC-7 

and TREC-8 information retrieval test collections, as 

well as the TREC AP89 collection (TIPSTER disk 1). 

The TREC-7 and TREC-8 test collections consist of 50 

topics (queries), respectively, and 528,155 documents 

from several sources: the Financial Times (FT), the 

Federal Register (FR94), the Foreign Broadcast 

Information Service (FBIS), and the LA Times. The 

TREC AP89 test collection contains 84,678 documents 

in which we use topics 151-200 as queries [65-66]. 

Each topic consists of three sections, the “Title”, 

“Description” and “Narrative”. Table 2 shows statistics 

of the document collections. For the query, we use the 

title and the description only. Note that in the TREC-7 

and TREC-8 collections, the description section 

contains all the terms in the title section. 

Table 2. Test document collection statistics 

Source 
Size 

(MB) 

No. of 

docs 

Words/doc. 

(mean) 

TREC-7 and TREC-8 

FT 

FR94 

FBIS 

LA Times 

 

564 

395 

470 

475 

 

210,158 

55,630 

130,471 

131,896 

 

412.7 

644.7 

543.6 

526.5 

TIPSTER  

AP89 

 

198 

 

84,678 

 

252 

4.2 Baselines 

We compare our method to:  

(1) Traditional query expansion using the relevance 

feedback technique, in which 30 documents, among the 

documents retrieved in the initial retrieval, are used for 

feedback. We use the Rocchio formula for term 

reweighting as follows: 

 
1 1

•

rel nonrel
n n

nr

new old

r nrel nonrel

DD
Q Q

n n
α β γ

= =

= + −∑ ∑  (21) 

where α, β and γ are constants, Dr is the vector of a 

relevant document dr, Dn is the vector of an irrelevant 

document dn, nrel is the number of relevant documents 

retrieved, and nnonrel is the number of irrelevant 

documents. We set α = 8, β = 16, and γ = 4 for this 

experiment [67]. 

(2) A light ontology method by Dragoni et al. [44], 

named “OntoConcept” in experiments, in which a 

vector space model approach is designed to represent 

documents and queries based on concepts instead of 

terms, as well as using WordNet as a light ontology.  

(3) The two systems att98atdc and tno8dc are 

presented at the TREC-7 and TREC-8 ad-hoc track. 
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These two systems will be tested on TREC-7 and 

TREC-8, respectively. 

4.3 Experiment Results and Analysis 

The DT method reformulates the initial query with 

the query concepts generated by the process described 

in Figure 5. For a given query, using the title and the 

description only, we initially retrieve all the documents 

that contain the query terms. 

We perform these processes on each query, and then 

calculate the average precision of the queries on three 

test document collections. Figure 6 to Figure 8 shows 

the precisions on deferent recall and Figure 9 to Figure 

11 shows the precisions on deferent top n documents. 

In order to examine the impact of sampling a subset of 

the top-ranked documents, we restrict the set of 

returned documents to only the top 5000(L5000), 

1000(L1000), 500(L500), and 100(L100) retrieved 

documents in our method, respectively. 

 

Figure 6. Precision on deferent recall on TREC-7 

topics 

 

 

Figure 7. Precision on deferent recall on TREC-8 

topics 

 

Figure 8. Precision on deferent recall on AP89 topics 

 

Figure 9. Precision on deferent top n documents on 

TREC- 7 topics 

 

Figure 10. Precision on deferent top n documents on 

TREC-8 topics 
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Figure 11. Precision on deferent top n documents on 

AP89 topics 

From all these results, we may infer that: 

(1) Precisions on recall demonstrate that our method 

is better than the traditional relevance feedback model 

in Figure 6 to Figure 8, and as good as the att98atdc 

and tno8dc systems in Figure 6 to Figure 7. The 

possible explanation is that we use FCA to construct 

query concepts, which could express some semantic 

meanings of queries and documents than traditional 

methods. 

(2) Precisions on recall and top n documents show 

that the light ontology-based method is better than ours 

in Figure 6 to Figure 11. Our method, and the light 

ontology-based method, both use the vector space 

model. The light ontology-based method deals with the 

whole dataset (against retrieved partial documents) 

based on concepts instead of terms as well as using 

WordNet as a light ontology, which could capture and 

express more accurate semantic meanings of query and 

documents. 

(3) Precisions on top documents from 5 to 20 on 

TREC-7, TREC-8 and AP89 in Figure 9 to Figure 11 

have a rapid decline, and from 10 to 50, have relatively 

stable performance. The top 5 documents retrieved 

gain more precision than other parts. 

(4) The results do not act well when the returned 

documents are 5000 in our method. But when the 

returned documents are 500 and 1000, the precisions 

are higher than the baseline. It means that more 

returned documents may not perform as well, and it is 

important to choose moderate returned documents. 

5 Conclusions 

In this paper, we have discussed query expansion 

using concept lattices from a document collection. The 

query concepts, which are meant to precisely denote 

the user’s information needs, are based on the 

extraction of DTs from the retrieved document 

collection and demonstrated that we could obtain better 

results or performance. 

The proposed approach has many potential 

applications, in addition to query expansion. Firstly, 

the methods, e.g. summarization, clustering, and 

classification were used to construct approximate DTs. 

However, if we develop more appropriate methods for 

constructing the lattice, a greater improvement in 

retrieval performance can be achieved. Secondly, since 

our approach is able to construct lattice of DTs directly 

from a document collection, it could be used as a 

fundamental step in the building of ontology for a 

given collection.  

Another interesting application of the proposed 

methodology would be the prediction of the quality of 

the initial query, which is still an open research 

question. If we can predict the quality of the initial 

query, we could use it to expand an appropriately 

enhanced query. Similarly, we are considering other 

methods, not only for the purpose of constructing a 

lattice of DTs from document spaces more effectively, 

but also for the generation of a probable query concept. 
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