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Abstract 

Millions of trips are made every day by taxis and Uber 

in New York City. We first employ big data technologies 

to analyze this vast dataset: Apache Spark is used for data 

processing and classification, Apache Hive is used for 

data storage, and MapReduce is used for data profiling. 

Since taxis and Uber are equipped with GPS sensors, we 

then visualize a mobile sensor network over New York 

City separated into fine-sized regions each acting as a 

mobile sensing node. Each location on the network falls 

into a region and is classified into one of three categories 

based on which service dominates the particular region: 

Yellow taxi, Green taxi, or Uber. We utilize logistic 

regression to classify a region into one of the three 

categories. Our classification algorithm is then used to 

analyze the interaction between taxi and Uber, for 

example to quantify the expansion of Uber. Experiments 

run on the Spark cluster show our classifier achieves an 

accuracy of over 85% scored on the 2014 taxi and Uber 

dataset. Finally, we propose a trip recommendation 

system for users using classification results together with 

a web service application. 

Keywords: Big data, Classification, Mobile sensor 

network, NYC taxi, Uber 

1 Introduction 

With the invasion of Uber into New York City 

(NYC) in 2011, we investigate its expansion in the past 

few years and the effect it has on yellow and green taxi 

trips. Taxis and Uber in NYC are all equipped with 

GPS sensors and fare collection systems that collect 

data and upload them on to a server. All trip data are 

made publicly available on the NYC Taxi & 

Limousine Commission website. Since the summer of 

2013, TLC introduced a new Borough Taxi program, 

adding thousands of Green taxis. The taxi dataset 

includes trip records from all trips completed in yellow 

and green taxis in NYC between 2009 and 2015. Many 

works have been proposed analyzing the taxi dataset 

[1-6]. The Uber dataset includes trips completed in 

2014 and 2015. The Uber dataset was analyzed in [7-9]. 

We utilize big data technologies (MapReduce, Hive 

and Spark) to classify trips and make prediction on the 

taxi and Uber network.  

Each taxi and Uber acts as a sensor node in a mobile 

sensor network that covers New York City. Deri and 

Moura [10] analyze NYC taxi data by considering a 

network approach. Ganti et al. [11] consider taxis as a 

part of a large participatory sensor network. Aslam et 

al. [12] considers a city into a roving sensor network 

and utilizes the information to predict traffic. Mobile 

sensing [13-14] has been utilized in many works to 

monitor environment, determine activities [15-16] and 

offer services. In this paper, NYC is split into small 

regions each acting as a sensor node in addition to 

individual taxis and Uber. We aim to classify each 

region into one of three categories (yellow taxi, green 

taxi or Uber) based on the most active service in terms 

of pickup numbers inside the region. We use logistic 

regression as our classifier. In terms of classification, a 

number of related works [17-21] have also been 

proposed. 

2 Pipeline 

We analyze the taxi and Uber dataset in several 

stages. The pipeline describing each stage is shown in 

Figure 1. We first ingest the taxi and Uber dataset onto 

our High Performance Computing cluster and store the 

data on HDFS and Hive databases. Big data analytics 

are then carried out on the Hadoop cluster where we 

obtain a set of initial results such as taxi and Uber 

pickup shares by districts. Other analysis results are 

investigated in more detail in [22]. We utilize these 

initial big data results as a baseline for obtaining more 

complex results. 
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Figure 1. Pipeline of our system 

Next we use the GPS sensors [23-24] on taxis and 

Uber to generate heatmaps over the city providing 

insight into the taxi and Uber network. We split the 

network into small regions and use classification 

algorithms on each region to learn the most dominate 

service (Yellow taxi, Green taxi or Uber) using 

historical data. We can associate each historical and 

future taxi and Uber trip with a region and classify the 

region into one of three categories: Yellow, Green or 

Uber. By doing so, each possible trip location can be 

associated with one of the three categories. This allows 

us to achieve trip suggestion: suggesting to passengers 

which service to use given a location.  

3 Big Data Processing 

In order to analyze the vast taxi and Uber dataset, 

the data is first ingested into our Hadoop [25-26] 

cluster and stored in the Hadoop Distributed File 

System (HDFS) where we can efficiently process it 

using Hadoop Spark [27], MapReduce [28], and Hive 

[29]. The Cloud can also be used as an efficient storage 

agent [30]. Security is a major concern and a lot of 

works [31-35] have been proposed to address the issue. 

Spark’s MLlib [36] also provide efficient classification 

tools such as logistic regression. The high-level design 

diagram is shown in Figure 2. Apache Spark is a 

powerful tool in executing batch-processing jobs and 

stream processing. We also use Apache Hive, which is 

a data warehouse infrastructure built on top of Hadoop, 

to store large-scale datasets. 

 

Figure 2. High level design diagram for analyzing taxi 

and Uber data using big data tools 

A number of big data analyses were conducted in 

our previous paper [22] where we exclusively focused 

on the taxi (yellow and green) dataset. In this paper, we 

mainly focus our analysis on the Uber dataset and 

obtaining a comparison between yellow taxi, green taxi 

and Uber. Detailed analysis of boroughs and zones are 

described in the next section. 

4 Taxi and Uber Sensor Network 

Taxis and Uber play an important role as mobile 

sensors. All taxi and Uber have the GPS sensor 

installed on them which records their precise location 

at all times. Not only that, the time of the day is also 

recorded. So retracing the coordinates and their 

respectively time shows a map with the route traversed 

by each taxi and Uber. This can offer a number of 

useful information regarding traffic [37-38] and the 

surrounding environment [39]. Although the data is not 

uploaded in a real-time fashion, taxi sensors can also 

offer many insights. We break down the Uber pickup 

numbers by boroughs and zones, discuss the formation 

of sensor networks over these boroughs and zones and 

then analyze the expansion of Uber trips on the 

network. 

4.1 Boroughs and Zones Network 

The NYC network consists of five boroughs. We 

plotted the daily and monthly Uber pickups over a 6-

month period in 2015 by each borough. This is shown 

in Figure 3 where the top graph shows the daily 

numbers and the bottom graph shows the monthly 

numbers. From the daily graph, we see that pickup 

numbers fluctuate with a large margin in the 

Manhattan borough, follows a periodic pattern in 

Brooklyn and Queens, and mostly remains flat in 

Bronx. To get rid of the daily noise, we analyze the 

monthly data. For the monthly pickups, we only show 

results for Manhattan, Brooklyn and Queens as more 

than 95% of Uber pickups occur in these three 

boroughs. We observe that the pickup numbers is 

gradually increasing for all boroughs, but the rate of 

increase of Brooklyn and Queens are higher than 

Manhattan. 

The taxi and Uber sensor network over NYC can be 

split into five parts, each part covering one of the five 

boroughs. The smallest borough being Manhattan with 

a size of 59.1 million square meters and the largest 

borough Queens with 280 million square meters. On 

the most abstract level, these boroughs each form a 

sensor network and are connected to each other to form 

a parent network. Each borough consists of various 

districts, called zones. The zones vary in size, with 

most zones between 1 and 5 million square meters in 

size. These zones act as sensor nodes and form its own 

network over each borough. Zones in term can be split 

into smaller regions and finally into individual taxis  
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Figure 3. Daily (top) and monthly (bottom) Uber pick-

up numbers between January and July 2015 

and Uber operating all over the city. We take this 

hierarchical approach to form mobile sensor networks 

over the city. 

To gain insight into the distribution over each zones, 

we plotted the number of Uber pickups by different 

zones in 2015. Figure 4 shows the pickups by zones 

break down in Manhattan, Brooklyn and Queens. For 

Manhattan, there are many zones with a high number 

of pickups indicating an even spread of service over 

the area. For Brooklyn and Queens, on the other hand, 

there are only a few zones with a high number of 

pickups indicated by the few spikes in the graph. This 

is especially true for Queens, as only two zones (JFK 

airport and LaGuardia airport) have a high pickup 

number, indicating most Uber activity in Brooklyn and 

Queens are concentrated in small areas. In terms of 

mobile sensing, this means that when we connect 

individual zones over the network there will be 

problems of data sparseness in some of these zones, 

making Queens and Brooklyn less effective in terms of 

network coverage. For Manhattan on the other hand, 

since activities are spread out all over the borough, it 

makes the perfect candidate to form an interconnected 

mobile sensor network within it. 

 

Figure 4. Uber pickup numbers by zones inside Manhattan (top), Brooklyn (middle) and Queens (bottom) in 2015 
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4.2 Analyzing the Expansion of Uber 

The average monthly pickups made by yellow taxi, 

green taxi and Uber in 2014 are respectively 14 million, 

1.2 million, and 0.7 million. In 2015, the average 

monthly pickup numbers are respectively 13 million, 

1.5 million, and 2.5 million. The general trend sees 

yellow taxi pickup numbers declining, green taxi 

numbers increasing, and Uber increasing. Yellow taxi 

numbers fell by 1 million and Uber numbers rose by 

almost 2 million, more than tripling its pickup numbers 

from 2014. Comparing the percentages of shares 

between the three services reveals more information. In 

2014, yellow taxis account for roughly 89% of all trips 

made in NYC, green taxi account for 8% of trips and 

Uber account for 3% of trips. Between 2014 and 2015 

for the three services, yellow taxi shares fell by 15%, 

Uber shares rose by 14%, and green taxi shares rose by 

1% over the course of the year. Now Uber has 

overtaken green taxi in pickup numbers and is 

beginning to catch up to yellow taxi numbers. This 

implies that the rise in Uber pickup numbers is 

resulting in the decline of yellow taxi numbers. To test 

this hypothesis, we conduct a series of detailed 

analyses next. 

To understand how Uber has affected yellow taxi 

pickup numbers, we generated heatmaps for the two 

services over the course of 5 months. We used the 

Google Maps API to generate heatmaps of New York 

City according to pickup locations. We focused on the 

Manhattan borough of New York City since most 

yellow taxi pickups occur there. Yellow taxi heatmaps 

on a day in April 2014 and then 5 months later in 

September are shown in Figure 5. Red areas indicate 

the most activity, dark blue areas indicate moderate to 

high activity, light blue areas indicate moderate activity, 

and other areas indicate minor or no activity. We 

noticed that the heatmap shows a strikingly similar 

trend between the two, even though they are 5 months 

apart. Locations with the most pick-ups, indicated by 

red, occur on the same spots on the two maps; 

locations with high and moderate pick-ups are very 

similar too. This shows that yellow taxi has not 

changed much in terms of expanding their pickup 

locations. 

We generated heatmaps for Uber over the same 5 

months period in 2014 as shown in Figure 6. Here we 

can clearly see a rapid expansion of many pickup 

hotspots for September compared to five months 

earlier in April. In April 2014, there are only a few 

pickup hotspots in Manhattan. Now in September the 

map is filled with heavy Uber activities all over the 

city. This reveals that Uber is rapidly expanding and 

taking over many taxi hotspots, showing Uber’s 

business strategy has directly influenced taxi pickup 

numbers. We next use classification algorithms to 

quantify the expansion of Uber and the decline of 

yellow taxi. 

   

Figure 5. Heatmaps of pickup locations for yellow 

taxis on a day in April 2014 (left), and five months 

later in September (right) 

   

Figure 6. Heatmaps of pickup locations for Uber on a 

day in April 2014 (left), and five months later in 

September (right) 

5 Classification 

Given a location point in New York City, our goal is 

to classify this point to be one of three categories: 

yellow taxi, green taxi, or Uber. First, we split the map 

into small regions. Within each region, we utilize the 

pickup data to learn which service is the most prevalent 

in the region. We want the region sizes to be small 

enough so that each region can act as a mobile sensor 

and each region is connected to others to form a large 

grid. This also forms a mobile sensor network over 

New York City. We first discuss the choice of regions 

then introduce the classification algorithm used. 

5.1 Region Selection and Mobile Sensing 

As discussed in the previous sections, we use a 

hierarchical approach to breakdown the sensor network 

over the city to regions capable of sensing a small area. 

A borough covers an area of more than 60 million 

square meters and a zone usually cover more than 1 
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million square meters. Both are way too large to sense 

any information on the scale of individual cars. We 

further divide zones into regions and each region 

should be small enough so it can act as a mobile sensor. 

Manhattan is mostly made up of straight intersecting 

roads forming city blocks, and each block is roughly an 

80m by 250m area. One city block covers an area of 

roughly 20,000 square meters. Having regions be a 

similar size to blocks provides a number of advantages 

such that it’s small enough to offer useful services but 

not too small as the margin for error would be too large. 

Since we are dealing with coordinates, we 

considered the latitude and longitude coordinates of 

each pickup location rounded to decimal places and 

used that to split the map up into regions. A latitude 

change in 3 decimal places from, for example, 40.730 

degrees to 40.731 degrees translate to a distance 

change of roughly 115 meters. A longitude change in 3 

decimal places from, for example, -74.000 to -74.001 

equates to roughly 85 meters. Splitting the map up with 

coordinates rounded to 3 decimal places make each 

region roughly 10,000 square meters in size. Going 

even smaller to 4 decimal places make each region 100 

square meters in size. This is way to small and would 

not offer any useful information because location 

coordinates are not this precise. Going to 2 decimal 

places, on the other hand, would make each region too 

big, almost as big as the size of the zones. Therefore, 

we decided to go with coordinates rounded to 3 

decimal places and use that to split the map into 

regions. This way, each region covers 10,000 square 

meters and the Manhattan borough would be split into 

roughly 60,000 regions. Next we train classifiers to 

find the dominated category (yellow, green or Uber) 

for each region. 

5.2 Algorithm 

We use logistic regression as our classifier. Learning 

in logistic regression involves choosing the parameters 

w which makes the probability of the observed y 

values in the training dataset to be the highest, given 

the observations x as expressed by Equation (1). Other 

machine learning algorithms such as Maximum 

Entropy has been utilized in a number of works [40-41]. 

 ( ) ( )ˆ argmax ( | )i i
P y x

ω

ω =  (1) 

This in term can be generalized to finding the 

weights which result in the maximum log-likelihood as 

expressed by Equation (2). We use the quasi-Newton 

method L-BFGS for learning the weights. Spark’s 

MLlib provide the necessary logistic regression 

functions we require to perform the classification. 

Other works [42-43] have been proposed to tackle 

related problems. 
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5.3 Performance 

Each dataset consists of all pickup coordinates for 

yellow taxi, green taxi, and Uber over a month in 2014. 

We formed 6 monthly datasets in total: April to 

September 2014. Then for each month, we grouped the 

pickup coordinates by regions and each region forms 

its own dataset. In each month, we randomly selected 

80% of the dataset as training data, the rest 20% serves 

as testing data. We trained classifier on the training 

dataset for each region using logistic regression. Then 

we used the test data to score the accuracy of the 

classification. Next, classification accuracy for each 

region is averaged up to arrive at an overall 

classification accuracy for each month. Our classifier 

gets an average accuracy of 85% for the April to 

September 2014 datasets with the highest accuracy of 

90% on the April dataset.  

For example, the input points (40.7600, -74.0100), 

(40.7700, -73.9700) and (40.0500, -69.0500) are 

classified respectively as Uber, yellow taxi and green 

taxi. This means that the first coordinate falls in a 

region where the most active service inside it is Uber, 

and the other two coordinates fall respectively into 

yellow and green taxi heavy regions. 

We picked 3 million random location points and 

trained model on the April 2014 dataset using our 

classifier. Of those 3 million, around 600,000 points 

were classified into the Uber category, meaning around 

600,000 points were located in regions dominated by 

Uber pickups. We then trained model on the September 

2014 dataset using the same 3 million points. Now, 

around 800,000 points were classified into the Uber 

category, meaning around 800,000 of those points are 

in regions dominated by Uber pickups. An increase of 

200,000 points was observed here. This shows that at 

200,000 locations, the regions surrounding them was 

previously dominated taxi but are now dominated by 

Uber. 

This result directly supports the observations from 

the pickup numbers and heatmaps, and shows that the 

expansion of Uber into previously taxi-dominated 

region is very successful. On the other hand, taxis have 

not yet responded with a change of strategy, reflected 

in the similar distributions in the yellow taxi numbers. 

Classifications done on the following months reveal a 

similar pattern, more and more regions previously 

classified as Yellow or Green taxi are now being 

classified as Uber. This gives direct insight into areas 

of the city where all three services provide a large 

number of pickups (e.g. Midtown areas in Manhattan). 

Now we are able to learn exactly which service 

dominates the areas. 
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6 Applications on the Mobile Sensor 

Network 

6.1 Trip Suggestion 

For riders, given any location in NYC, we can 

suggest to them whether yellow, green or Uber is the 

optimal choice in terms of wait time, distance, and 

chance of pickup. For taxi drivers, we can tell them to 

spatially avoid areas dominated by Uber and 

temporally focus on regions with higher historical 

pickups. For Uber drivers, they can spatially focus on 

zones with higher number of historical pickups. Given 

any location point in New York City, we use our 

classifier to output a category (yellow, green or Uber) 

reflecting which service is dominating the given 

point’s surrounding region (approximately 10,000 

square meters in size), allowing suggestions of service 

based on locations which is further exploited in the 

next sections. 

Figure 7 shows our proposed user interface for the 

web application. The input of the model is an address 

of any location given by user in NYC, and the output is 

a suggestion to user on which transportation service 

would be the optimal choice at that specific time and 

location in terms of historical pickup frequency. More 

specifically, the front-end enable users to type in an 

address in the search bar, and we used Google 

Geocoding API to translate the address to a longitude-

latitude coordinate that would be sent to the backend 

classifier. After the backend receives the given 

coordinate, it will take an adequate amount of points 

around the given point and the model will take those 

random points as input to generate prediction for each 

point. After running the classification model on 

random points, each point gets a predicted label and by 

summarizing which label has the highest count, the 

model can then claim which company historically had 

the highest pickups around that location. 

 

Figure 7. User interface of the map page of our 

proposed web service application. 

7 Conclusion 

We first conducted data analytics and visualizations 

on the NYC taxi and Uber trip dataset using big data 

technologies including Spark, Hive and MapReduce in 

order to understand traffic and travel patterns of taxi 

and Uber pickups. Each taxi and Uber acts as a sensor 

node on the interconnected mobile sensor network over 

NYC. We divided the city into fine-sized regions and 

determined the optimal region size to cover around 

10,000 square meters. We then used logistic regression 

to train classifiers on the 2014-2015 taxi and Uber 

dataset with a training/testing data split of 80%/20%. 

Each trip is associated with a region and is classified 

into one of three categories based on the most active 

service inside the region: Yellow taxi, Green taxi or 

Uber. For example, a trip classified as Yellow taxi 

means that in the region surrounding the trip, Yellow 

taxi is the most active service. Our classifier achieved 

an average accuracy of 85% tested on the 2014-2015 

monthly taxis and Uber dataset with the highest 

accuracy of 90% achieved on the April 2014 dataset. 

We next used our classifier to verify Uber’s rise 

directly resulted in the decline of taxi pickups. Finally, 

we proposed applications describing how our analysis 

results can provide actionable insights to users of our 

services. Our trip suggestion application integrates the 

backend system producing analytics and classification 

results with a web front-end to provide users with 

meaningful visualizations and make recommendations 

on future rides. 
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