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Abstract

The escalating threat of global cyberattacks targeting
network systems and exfiltrating sensitive information has
rendered traditional cybersecurity defense mechanisms in-
creasingly inadequate. Consequently, assisting enterprises
in constructing a comprehensive Cyber Threat Intelligence
(CTI) aggregation and analysis framework has become
critically important. This study aims to address a major
pain point faced by cybersecurity analysts—namely, the
significant time and resources required to manually process
vast amounts of unstructured CTI reports—by proposing
an innovative automated analytical solution.

The proposed research framework integrates the R pro-
gramming language with Text Mining and Machine Learn-
ing (ML) techniques. Initially, CTI reports collected from
institutions such as Taiwan’s National Information Sharing
and Analysis Center (N-ISAC) were processed through
text mining. Using Term Frequency—Inverse Document
Frequency (TF-IDF), we extracted lexical features and
constructed a structured dataset. Subsequently, multiple
machine learning classifiers were implemented and eval-
uated, including the C4.5 decision tree, Naive Bayes, Lo-
gistic Regression, and Classification and Regression Tree
(CART) models, to automatically identify and categorize
potential threats and vulnerabilities [1].

Experimental results demonstrated that the Naive
Bayes classifier achieved the highest performance with an
accuracy rate of 95.48% on the CTI dataset. Moreover,
this study successfully implemented a CTI analysis sys-
tem equipped with visualization capabilities. Empirical
validation confirmed that the system significantly reduces
the time required for cybersecurity professionals to as-
sess threat intelligence and rapidly generate remediation
or hardening strategies for risk mitigation. The proposed
research provides enterprises with a high-efficiency,
high-accuracy, and scalable CTI analytical tool, effective-
ly enhancing organizational cybersecurity resilience and
forensic integrity within Security Information and Event
Management (SIEM) and Managed Detection and Re-
sponse (MDR) environments.
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1 Introduction

The rapid development and widespread application of
information technology have led to increasingly diverse
and complex global cybersecurity threats, posing signif-
icant challenges to enterprises and organizations. Daily,
cybersecurity professionals must process massive amounts
of threat intelligence to protect information assets and sen-
sitive data from unauthorized access or malicious attacks.
In this demanding context, threat intelligence analysis and
cybersecurity risk mitigation have become pivotal areas in
information security.

This study aims to identify potential security threats
and vulnerabilities through the analysis and detection of
extensive intelligence data provided by regulatory au-
thorities, thereby enabling the proactive prevention of
cyberattacks. Cybersecurity risk management refers to the
systematic methods and techniques employed to effective-
ly reduce and eliminate risks, ensuring the confidentiality,
integrity, and availability of systems and information assets
[2].

To achieve this primary objective, this study utilizes
the R programming language for data analysis and pro-
cessing to develop a novel threat intelligence analysis
model and a corresponding cybersecurity risk mitigation
mechanism. The effectiveness and feasibility of the pro-
posed methodologies will be rigorously evaluated through
comprehensive system implementation and validation.

The adoption of R as the primary tool for data analysis
leverages its well-established research applications, robust
technical environment, and collaborative ecosystem, there-
by ensuring continuity and methodological rigor. From a
cybersecurity perspective, vulnerability reports released
by the National Cybersecurity Agency over the past three
years indicate no high-risk security patches associated with
R, demonstrating its relative stability and reducing con-
cerns regarding its practical application.

Furthermore, R is a mature language for data analysis
and statistical modeling, enabling rapid data cleaning,
transformation, and visualization. In cybersecurity threat
intelligence analysis, R’s efficient data processing pack-
ages (such as dplyr, tidyr, and data.table) significantly
enhance research efficiency when dealing with diverse log,
network traffic, and event data. Its open-source community
continuously provides rich tools, including text mining
(tm, tidytext), machine learning (caret, randomForest), and
network analysis (igraph, ggraph), meeting the needs of
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keyword extraction, pattern detection and attack behavior
correlation analysis in threat intelligence research.

Finally, R excels in data visualization (e.g., ggplot2,
shiny), allowing for the intuitive presentation of complex
threat patterns and attack paths. This capability aids re-
searchers and decision-makers in quickly grasping key
insights, which is invaluable for cybersecurity intelligence
sharing and threat awareness. In summary, the choice of
the R programming language for this study’s threat intelli-
gence analysis and risk management framework is justified
by its functional richness, suitability for algorithm devel-
opment, stability, scalability, and strong community sup-
port, all of which ensure the high effectiveness and adapt-
ability of the research outcomes in practical applications.

2 Literature Review

This section discusses the relevant literature concern-
ing threat mapping and risk elimination, specifically focus-
ing on research related to threat detection technologies and
classifications. We review the main methodologies em-
ployed in these detection technologies and the challenges
they currently face. Threat detection techniques can gen-
erally be categorized into three domains: textual analysis
(or text mapping), machine learning, and example-based
validation [3].

2.1 Threat Intelligence Sharing Standards and Guide-
lines

Types of Cyber Threat Intelligence Types of Cybersecurity Incidents

Cybersecunty Incidents [ APt
—ﬂ Malictons Code
Vulnerability Announcement A‘ Information Gathering
Threat Alert o lutrsion Attempts
e
Situational awareness X X
Denial of Service (DoS)
Best practices Information Content Security
) i Fraud Attack
Strategic analysis
—‘ System Vulnerability

Figure 1. N-ISAC intelligence classification framework
(source: National Institute of Cyber Security)

Threat intelligence is a complex, multi-dimensional
domain upon which enterprises are increasingly reliant.
Consequently, robust threat intelligence sharing mecha-
nisms are crucial. The Structured Threat Information
eXpression (STIX) is a standardized language specifical-
ly designed for describing, acquiring, standardizing, and
communicating cyber threat intelligence. It features en-
capsulated intelligence, high readability, and extensibility,
which collectively assist organizations in sharing and ap-
plying information security intelligence effectively. In ac-
cordance with the specification established by the National
Institute for Information Security (NII), the JavaScript
Object Notation (JSON) data format is utilized as the
information exchange language. Furthermore, six major

information types are defined based on the STIX format.
These security event types are further subdivided to ensure
clear and granular identification. The specific information
formats exchanged by the notification response subgroups
have been clearly delineated by the National Information
Security Reporting and Notification Response Group
(NISRG), as illustrated in Figure 1 [4-5].

2.2 Literature Mapping

Text mining is a cross-domain application that in-
tegrates techniques from data mining, natural language
processing (NLP), and information retrieval to analyze
large volumes of textual information and extract useful
knowledge. Its primary applications span trend prediction,
crime analysis, knowledge extraction, knowledge man-
agement, and email detection. In the context of this study,
the emergence of text mining provides a viable solution to
manage the massive volume of intelligence data generated
by contemporary threat notification systems [6] (Figure 2
presents the details).

The main steps of text mining technology applied to
threat intelligence notification are as follows: after select-
ing the text data, the text is first processed by tokenization
[7], followed by lemmatization and stop-word removal,
and then converted into a representation that the classifiers
can distinguish by giving appropriate weights to the differ-
ent word frequency computation methods. Then, the model
of the classifiers can be trained before finally presenting
the text mining results [8].

- )- )- :)-
|
A4

Figure 2. Text mining flowchart (Source: Hyeon-Yi Lin,
2018)

2.3 Integrating Text Mining and Machine Learning

The combined application of text mining and machine
learning technologies for threat intelligence mining and
security risk elimination has become a significant trend in
information security [9]. Text mining is leveraged to ana-
lyze vast amounts of text data to identify potential threat
intelligence and attack patterns, helping organizations
timely identify threat trends and behavioral characteristics.
On the other hand, machine learning utilizes big data and
pattern recognition technologies to achieve automated de-
tection and defense against intrusions and attacks, thereby
mitigating security risks and associated losses. This section
summarizes the literature highlighting the advantages of
combining textual analysis techniques with machine learn-
ing, specifically detailing how this integration can improve
detection accuracy, reduce the false alarm rate, and accel-
erate the speed of analysis [10].

Text processing and machine learning techniques have
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a wide range of applications in the field of information
security and, can effectively improve the identification of
and response to threats. Automated cyber security tools
and techniques based on machine learning algorithms have
successfully mitigated the severity of cyber threats and,
helped to avoid incidents. By using training data, the time
required for predicting and preventing network surveil-
lance and threat detection is reduced. Attack prevention
systems can be rapidly developed using various machine
learning methods. An effective Intrusion Detection Strate-
gy (IDS) must be capable of detecting diverse forms of at-
tacks, particularly those incorporating integrated avoidance
strategies and high-protection security countermeasures
[11] (Figure 3 provides an illustration).

Training Materials

Feature Extraction II

Weighting Algorithm
v |
Predictiondata  |«—»| Predictivemodels |« SR
Outout the result

Figure 3. Text mining and machine learning (Source: Au-
thor’s own representation)

3 System Implementation and Case
Validation

This section details the implementation of the proposed
system and the design and operation of its constituent
modules. The system architecture comprises a Data Col-
lection and Preprocessing Module, a Feature Engineering
Module, and a Machine Learning and Training Module.
These components function in tandem to create the entire
threat mapping and incident elimination system. The de-
tailed process is illustrated in Figure 4 [10].

System implementation and example verification
(Text Mining Technology, Keyword Extraction, Machine Learning)
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Figure 4. System architecture (Source: Author’s own rep-
resentation)

(1) Data Preprocessing

The actual system data utilized in this study were ob-
tained from the N-ISAC Threat Intelligence Reporting
Data. The dataset encompasses 1,628 cases, categorized
as intrusion attempts, intrusion attacks, and system vulner-
abilities. Among them, 93.62% were intrusion attempts,
3.56% were intrusion attacks, and 2.46% were system
vulnerabilities, totaling 1,628 cases. In order to improve
the efficiency of machine learning, we first manually cate-
gorized the data into two categories: first-line maintenance
cases and second-line maintenance quantities. The catego-
rization criteria followed the threat information risk level
methodology described in Section 3.4 of this study, using
Grade B or above as the threshold for high-risk scoring.
Following this examination, 1,228 cases were deemed
below Grade B, and 400 cases were classified as Grade B
or above. The experimental dataset was constructed using
only the 400 high-risk cases (Grade B or above). Subse-
quently, the data were segmented based on criteria such as
vulnerability severity, high attack source, attack complexi-
ty, privilege obtained, attack program release status, media/
community disclosure status, patch unreleased status, and
a list of successfully exploited vulnerabilities, resulting in
the 1,628 data points summarized in Table 1 [12].

Table 1. Statistics of system operation data sources
(Source: Author’s own representation)

Tmpact level :
Excluded Cases | Case Established V
Number of cases | Percentage %
Type of event (below grade B) {Grade B or above)

Infrusion aftempt V| 1170 354 1524 93.62%
Intrusion Attack 31 27 58 3.56%
Malicious Content 1 0 1 0.06%
Service Interruption 2 0 2 0.12%
Content Security 2 0 2 0.12%
Fraudulent Attacks 1 0 1 0.06%
System Weaknesses 2 19 40 246%

Total 1228 400 1628 100%

(2) Textual Exploration and Feature Selection

In this study, we utilized the R programming language,
which provides robust capabilities for statistical analysis,
visualization, and data mining, to perform word segmen-
tation, lexical annotation, and text preprocessing. Subse-
quently, the Term Frequency-Inverse Document Frequency
(TF-IDF) method was employed for feature selection.
Representative feature words—specifically, event subject/
intelligence name, discovery time, content description/
event description, impact level, destination IP/Port, and
suggested measures/solutions—were finally selected via
text mining to build the keyword corpus (Table 2) [13].

Considering the necessary accuracy for the machine
learning model’s binary classification labeling, the experi-
mental focus was placed on intrusion attempt cases. A case
accepted by maintenance personnel was labeled “1°; other-
wise, it was labeled ‘0’. In the dataset, 400 cases were la-
beled as ‘confirmed’ (i.e., requiring maintenance) and 1,228
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as ‘excluded’. For the confirmed cases (Category 1 data),
each case had at least one paragraph labeled ‘1°, indicating
that maintenance personnel identified at least one critical
feature value per case. The details are presented in Table 1
and Table 3.

Table 2. Characteristics of threat expert model categories
(Source: Author’s own representation)

Item]  Type Categorical Feafure Definttions

| Vulnerability severity Hish The possible impact severtty of the vulnerability

2 Atk Atack source: Internet The souree from which the aftacker mitiated the attack
— surface

3 Attack complexity Low Difficulty of the technique tequired for the attack

1 Host or network equipment for the service Target systems affected by the aftack
| Drivilege — -

5 No authorization required Whether or not you need to be authorized to launch an attack
— Upgrade

b pg Remote arbitrary siroke codes Attackers can execute arbitrary code remotely

1 Attack program has been released Publicly available attack code or tools
1 N . Whether the vulnerability has been publicized by the media
i Potential Media/community disclosure orthe communty

9 Itilization Paich not released Official patch for the vulnerability
W List of known successfully exploted | Included in the list of vulnerabilities known to have been

Vulnerabilities successfully exploited

Table 3. Machine learning data tagging statistics (Source:
Author’s own representation)

First Line Sec_ond-Lme Vised Dafa
Maintenance Mantenance
Intruston attempts
Sepmentation acceptance |ule out| acceptance | rule out| acceptance | rule out
Vulnerability seventy: High 300 | 280 il 380 128
Attack Level[Aftack source: Infernet 8 63 269 85 358 150
Attack complexity: Low 1% | 18 | 16 | 238 | 2 | 456
Host or network device 134 250 14 30 258 480
Brvlege |\ ot oroaion reqited % |3 4 | W] e |6
Upgrade
Remote arbitrary stroke codes m 84 20 134 490 218
Attack program has been released 16 338 4 308 62 646
Media/community disclosure 0 354 0 354 0 708
Potential
Utilization (Patch not released 268 86 238 116 506 202
ﬁ:ltccessful explortation of vulnerability 10 2 ) n 2 1
Total 1541 | 2019 | 1475 | 2065 | 3016 | 4094

(3) Classification method modeling

In this study, the first-line and second-line maintenance
data were merged after using CkipTagger (a Traditional
Chinese word segmentation tool) for tokenization and stop
word exclusion. Given that information security personnel
often reference similar past incidents in maintenance prac-
tice, the dataset was organized chronologically based on
the case establishment time. The files were then automati-
cally split into a two-thirds training set and a one-third test-
ing set using the Support Vector Machine (SVM) classifier.
Subsequently, TF-IDF was applied to quantify the words,
from which 5,096 feature vectors were extracted. The top
30 feature words were statistically analyzed based on Term
Frequency (TF), Inverse Document Frequency (IDF), and
the product of the two (TF IDF), respectively. These top 30

TF-IDF feature terms included: terms describing the attack
surface (vulnerability, source of the attack, complexity of
the attack, social engineering, and ransomware, and priv-
ilege escalation); terms related to privilege (jailbreak, low
privilege, and source code); and terms related to potential
exploits (attacker, media, community, and vulnerability
lists), among others [14].

(4) System implementation

In this study, the established threat information mining
and security risk elimination system was successfully im-
plemented. The system integrates core functional modules,
including data import, text mining, feature selection, and
classification method modeling, all accessible via a us-
er-friendly interface.

(5) Case validation

The purpose of this step was to evaluate the correct-
ness, accuracy, and recall of the different classification
methods, specifically to identify the methods with the
optimal detection accuracy and performance for malicious
website detection. In the case validation, real threat noti-
fications were used to evaluate the system’s performance
and accuracy. By comparing the classification results with
the actual outcomes, the system’s capabilities in threat in-
formation exploration and security risk elimination were
validated. This system implementation and case validation
process confirmed the validity and feasibility of the re-
search methodology, providing an in-depth understanding
of its practical application value in threat intelligence map-
ping and information security risk elimination.

3.1 System Analysis and Programming

This phase covers the system analysis and program-
ming, primarily consisting of the data collection and pre-
processing module, feature engineering, and the machine
learning and training module. A complete threat mapping
and security risk elimination system is constructed herein.
3.1.1 Data Collection and Preprocessing Module

The Data Collection and Preprocessing Module con-
stitutes the foundation of the entire system. Its primary
task is to collect data from diverse sources and preprocess
them to ensure data quality and consistency. As shown in
Figure 5, this module is systematically divided into three
sub-modules: data collection, data preprocessing, and fea-
ture engineering.

Data Collection Module
«Threat intelligence renorts: 1.728 enfries. alreadv stored in dafa 0518.xbv

\i/ T
Dafa Preprocessing Module |
«Clean the raw dafa()
«~Word Segmentation()
~Remove Stop Words()

N/
Feature Engineering Module

Then perform TF-IDF feature extraction

Figure 5. Data collection and preprocessing workflow
(Source: Author’s own representation)
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(1) Data Collection Module

Data collection and preprocessing are indispensable
steps in threat mapping research. Initially, a working direc-
tory was set up, and the raw Excel data were read using the
readxl suite in R. To process the text data more efficient-
ly, several R packages, including sentimentr, doParallel,
foreach, and jiebaR, were introduced.

In the data collection module, the threat email data
file was first loaded. All text fields were converted to low-
ercase, and punctuation marks were removed to ensure
data consistency and accuracy in subsequent analysis. A
self-defined sentiment lexicon, based on the maintenance
staff’s past experience, was also loaded to effectively iden-
tify key sentiment indicators. For Chinese text processing,
the jiebaR suite was used to perform lexical segmentation,
converting the text into a collection of analysable words.
Upon completion of word segmentation, the occurrence
frequency of all words was calculated to serve as the basis
for subsequent sentiment analysis. Table 4 provides further
details.

Table 4. Word frequency statistics (Source: Author’s own
representation)

Rak]  Word  [Frequenc{Rank] Word [FrequencrBack Word [Frequencffanf  Word  [Frequency
Tntelligence | 623 | 21 | Alcohol 5[4 Came 2 | 61| Redue 10

1| MamCase | 375 | 2| Ioplwt | 36 | 4| Propety | 28 | 6] Abnomal ]
3| lnstmion | 260 | B | T o4 Les U [6] Sow

4 External W | M| Mo | 2 M) Game | 2% | 6| Location

5| Dicover | N7 [ 5| Posably [ 30 | 45| Soal | B |6 Liswd

b | Expemse 0 | % As 45 46| Webate | M4 | 66| Blacklst

7 | Company 1% | 27 |RelyStation| 47 [47] DPass B |8 Up

§ | Coportion | 187 | 2| Wil $ (8] Sl 0 [6] P

9 |Limited Company| 157 | 29 | Below 4§ (49 Intermt | 2 [ 69 Website

—a| | | —afem oo | e | oo o oo | oo | v || o e

10 User W | 30| Rk W50 Atack | 20 [T0] Ao

11| Ioformiation | %9 | 31 |PesomalDaa] 40 | 51| Bxposwe | 19 71| S

1) Device W | N A 0 [52] Specl | 18 [T Account

13 | Suspected 8 | 3| Povay | 3 |33 Doeument | 1T [ 73 |Personal Privacy)

14| Infction 00| M| Lek 36| 4 |Confidential] 16 | 4| Eliminate

15| Become B %] Db B3] Pto | 1B [ 73] Computer

16| lntemet 0% | St M%) Sffr | 14| 76| Computation

17 Member B | &l 0137 Computer | 13 [ 77)  Speed

W s || s R D[] B | T
ommunication Transaction

19 | Conduct B [ ¥ ] Dia 0 19 Pah 11 [ 79 Intemet 1

| Attack 60 | 40 | lformation | 30 [ 60| Steal [ 8] Atack 1

(2) Data Preprocessing Module

The main purpose of the data preprocessing module is
to process the text data that have been divided into words,
filter out the words that match the sentiment lexicon, and
count them to ensure that high quality data are used in the
subsequent sentiment analysis. In order to more accurately
reflect the sentiment tendency of the text, sentiment cal-
culation is used to calculate the sentiment value of each
word. Data cleaning, missing value filling, and data stan-
dardization are performed during the process. A custom-
ized sentiment dictionary is used to process the sentiment
information in the data, which includes sentiment words
and their corresponding sentiment values set according to
the needs of a specific domain, which helps the sentiment
trends in the data to be more accurately analyzed and un-
derstood (see Table 5).

Table 5. Self-defined sentiment lexicon (Source: Author’s
own representation)

[ oabilay Enctior ieleior. len Ueebelyy Enotior Tieetetion
1 Somceoftizateck | Negtve | Infictesthot e malous ety 16 | Semiceimtermptiors | Negative T wstem]snof
Working properly
. A o - | DemidhchSencz - Mikethesysien
2| Newwokwlenbiies | Negtwe | Weaknemesmiesmenorgggloson | 17 atek Negatve -
Severty (igh, Urgent, | — . ) Apetch bes been . The voleraiilty bas
3 el Negtve | Idetstimpatofteniemly | 18 R Pusitve [
4| AuckooplatyLow | Negate Atackers e easy o explet 19 Sewtyupdates | Pt mﬁﬁ:‘m
The bostornetvorkdiee | ) ) . Eanourage safey
3 dfteSenice Negzte tack the target 20| Bugboutyscheme | Positve ech
f | Nopemisscnisrequred | Negatie Mot e e P} Serurtyreview | Posie e
privileges lnersbiizzs
Eserulecoderemotelyand | . The afacier cancontol e system . - . .
1 sy Negatre o I Best practces Posive  Saety puidelnes
Theatacker hasbesn | . Multi-actor . Enbance accout
ot A o ovnilohla il
8 el Negate Atack toolsarz publcly avadable pi} s Pusitve ary
g The eciacommunty bas Vet Vulnerablty formaion s dsclosed, 2 nrusion defction - Morzor for suspeons
tevealed g incteasing the sk o atacks sysen e ity
0 Teptastiea Negtre There s 10 solion avalzble B Sccufm'mfmuonand Pasitve Cm_aﬂymfzmge
eleased evenl managetnend securiy incidents
Listof knonn scesshl - S Itinidetion . Sy o onthe
s Negatre Atk tctcs areknown o exit pii pra— Postre [
2 Tenodav atacks Negwe | Urkeown vulnerablty, ecsemely gk e | 27 Souy s Pasie e @10}'&
. tning salety awareness
. ” . Check svsten for
v v 1 T v -
} Exghits Nezative i hrilsfocayo B '”‘“fa"‘l“‘ Pusitive vulnerabites oo a regula|
ks seanting I
i Evil s Nezttive Miizous code 1| Derettontesing | Dositve Simize sy
e dfenses
3 Dafa ez Nezttive Confidetilinfomation s tolen

(3) Feature Engineering Module

The main objective of the Feature Engineering Module
is to extract useful features from the raw data for sub-
sequent machine learning model training. This process
involves feature selection, feature transformation, and fea-
ture construction. Feature selection aims to remove redun-
dant or irrelevant features, retaining only the most valuable
ones for model prediction. Feature transformation involves
converting original features into new representations (e.g.,
via logarithmic transformation or standardization) to im-
prove feature usability. Feature construction enriches the
feature set by generating new features, such as interactive
or aggregated features (see Figure 6 for details).

> § Load required packages

> library(jicbar)

> library(jicheRD)

> library(data. table)

> install.packages ("data. table")

> # Set working directory and file path
> setwd("C:\\Users\\user\\Desktop\\R\\data")
» custom dict_path <- "C:\\Users\\user\\Desktop\\R\\data\\custom sentiments bak.csv"

> # Read custom sentiment dictionary
> custom sentiments <- fread(custom dict path, encoding = "UIF-8")

> # Initialize jiebar tokenizer
> worker <- worker()

> # Add words from the custon dictionary to jiebar

> for (i in l:nrow(custom sentiments)) {
insert word (worker, custom sentiments[i, Vocabulary], custom sentiments[i, Sentiment], by = "user"), worker = worker

> § Perforn tokenization using jiebar
> tokens <- segment (text, worker)

> # Convert tokenized results to data.table format
> token_table <- data.table (vord = unlist (cokens))

> # Count occurrences of all words
> token_counts <- token_table[, .N, by = word] [order(-N)]

> # Filter words that match the sentiment dictionary and count occurrences

» matched tokens <- token counts[word ¥ind cJstmrise:\tme:\tsi\’acal:Jlary]
> print (matched tokens)

Figure 6. Data preprocessing feature engineering
programming language (Source: Author’s own
representation)
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3.1.2 Machine Learning and Training Modules

This section addresses the system analysis and pro-
gramming of the Machine Learning and Training Module.
Figure 7 illustrates the operational flowchart, which covers
three main components: model training, model optimiza-
tion, and model evaluation.

Mactine leaming rainngmod.e work ow char

Mods! Treiing Model Eveluator Model Opfimization
] |
[ [ | [ |
Supendsed ~ CODecision | Simple Beyesian  Confusion Metie - Paremeter Feaure
) . P ' Mocel Tramirg )
Lzaming (] classficgtion | Evaluation Adjustment Engnearng

Figure 7. Machine learning and training module architec-
ture (Source: Author’s own representation)

(1) Model Training

I In the model training stage, a supervised learning
approach is used to build the prediction model, utilizing
algorithms such as the C4.5 decision tree, CART decision
tree, and logistic regression. These algorithms can handle
various data types and provide accurate prediction results.
Figure 8 illustrates the programming language execution
process.

> § Train Logistic Regression

>model_glm <- glm(case_status - ., data = train data, family = binomial)

> # Predict using test data

> predictions_glm <- predict(model glm, newdata = test_data, type = "response”

> predictions_glm <- ifelse(predictions_glm > 0.5, 1, 0)

> $ Ensure predictions glm and test_dataScase_status are factors and have consistent levels
> predictions_glm <- factor(predictions_glm, levels = levels(test_data$case_statns)J

>} Train Naive Bayes classification model

> model nb <- naiveBayes (case_status ~ ., data = train data

> # Predict using test set

> predictions nb <- predict(model nb, newdata = test_data

> $ Ensure predictions nb and test_data$case_status are factors and have consistent levels
> predictions nb <- factor(predictions nb, levels = levels(test_dataﬁcaﬁe_status)

> # Train CART model using the rpart package

> model cart <- rpart(case_status ~ ., data = train data, method = "class"

> # Predict using test set

> predictions cart <- predict(model cart, newdata = test_data, type = "class"

> $ Ensure predictions_cart and test_dataﬂcase_status are factors and have consistent levels
> predictions cart <- factor(predictions cart, levels = levels(test_data$case_statusj)

> 4 Train C4.5 Decision Tree model

> model c43 <- J4§(case status ~ ., data = train data

> # Predict using test set

> predictions c43 <- predict(model cd3, newdata = test data

> # Ensure predictions_c45 and test_dataScase_status are factors and have consistent levels
> predictions_c45 <- factor(predictions c43, levels = levels(test_data$case_statns)J

Figure 8. Machine learning training module program
(Source: Author’s own representation)

(2) Model Optimization

Model optimization is the process of improving model
performance through parameter tuning and refined feature
engineering. Cross-validation techniques are used to en-
sure the model’s generalization ability and prevent issues

like overfitting or underfitting. Grid Search or Random
Search is employed to identify the optimal combination of
hyperparameters, and Feature Engineering is leveraged to
select and construct features that maximize model perfor-
mance (see Figure 9 for details).

> § Load the ggplot2 package
library(ggplot2)

b

# Split the dacaset into training and testing sets

set.zeed(123)

trainIndex <- cIeateDataPaItitiun[data$case_stﬂtus, p = 0.7, list = FAL3E)

train data <- data[trainindex, |

test data ¢- data[-trainindex, |

# Ensure that both classes are present in the training and testing sets

print (table (tIain_dataScase_status) )

0 1

908 229

print (table (test_dataﬁcase_status) )

0 1

362 128

# Verify and adjust factor levels for consistency

train_data&case_status &= factnr{train_data$case_status]

test_dﬂta&case_stitu& <= factozttest_data$case_status, levels = levels(tIain_datﬁcase_status))
% Handle class imbalance

train data balanced <- ovun.sample(case status - ., data = train data, method = "over",
‘N = max(table (train datalcase status)) * 2, seed = 123)3data

B b v e  w

b

# Verify the balance of the processed dataset
print (table (tIain_data_balanced$case_statusj )
0 1
908 908

\/

Figure 9. Model optimization program (Source: Author’s
own representation)

(3) Model Evaluation

The confusion matrix is used in the model evaluation
step to assess the model’s predictive performance. The
confusion matrix provides the counts of true positives,
false positives, true negatives, and false negatives. These
values are then used to calculate key evaluation metrics,
including accuracy, recall (sensitivity), and F1 score,
thereby comprehensively evaluating the model’s predictive
capability (Figure 10).

> # Model Evaluation (Confusion Matrix)

conf matrix glm <- confusionMatrix(predictions glm, test_data$case_statusj
conf matrix nb <- confusionMatrix(predictions nb, test_data&case_status}
conf matrix cart <- confusionMatrix(predictions cart, test_data$case_statusj
conf matrix c45 <- confusionMatrix(predictions c45, test_dataf:case_status}

w

W W

# Print the confusion matrix and evaluation results
cat("Logistic Regression Model Evaluation Results:\n")
print(conf matrix glm)

cat (" \n")

W W W

w

cat("Naive Bayes Classifier Model Evaluation Results.\n")
print (conf matrix nb)
cat (" \n")

Y

w

cat ("CRRT Decizion Tree Model Evaluation Results:\n")
print (conf matrix cart)
cat (" \n")

W

w

cat("C4.5 Decizion Tree Model Evaluation Results:\n")
> print(conf matrix c45)

Figure 10. Model evaluation program (Source: Author’s
own representation)

3.2 Experimental Results and Predictive Analysis
This section presents a detailed performance analysis
of several common forecasting models: the C4.5 Decision
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Tree, Naive Bayes, Logistic Regression, and CART Deci-
sion Tree models. The forecasting program workflow and
the corresponding data tables for each model are illustrated
in Figure 11 through Figure 21.

Flowchart of Experimental Resulis and
Predictive Analysis Operations

Experimental Environment: R
Programming Language

Experimental

Resulfs

The Impact of Different Features on ie Performance of the C4.5 Decision Tree and Naive|
Model Performance Bayes Classification Models

Figure 11. Experimental results and forecast analysis
(Source: Author’s own representation)

3.2.1 C4.5 Decision Tree Model

The C4.5 decision tree model was employed to catego-
rize threat information, specifically to determine whether a
case was established. A key strength of this model is its ca-
pability to effectively handle both discrete and continuous
variables, as well as its robustness against missing values
(as shown in Figure 12).

The experimental results demonstrate that the C4.5
decision tree model achieved an accuracy rate of 94.25%
in threat information exploration. Its performance metrics
include a sensitivity of 94.78%, a specificity of 92.31%,
and a Kappa value of 0.8357. The model shows significant
advantages in balancing prediction accuracy with inter-
pretability, establishing it as a reliable and practical tool
for threat classification. This provides crucial support for
efficient threat management and response strategies (see
Figure 13).

Model Training and Prediction Process

> $H (4.5 Decision Tree

> # Classify Using the C4.5 Decision Tree
> model c4§ <- J48 (Recomended Measures sentiment ~ ., data = train data)

> § Model Prediction
> predictions c43 <- predict(model c43, newdata = test_data)

> # Ensure predictions and test_dataSRecorﬂrended Veasures sentiment all are factor types.
+ And they have the same levels
> predictions c4s <- factor(predictions c, levels = levels(test_dataSReconrrended Meagures_sentiment))

> # Model Evaluation
> conf matrix c49 <- confusionatrix(predictions c45, test_dataBRecmmended Measures sentiment)
> print(conf matrix cdi)

> # Calculate Accuracy* Recall and Fl-score

> precision 45 <- cmf_rratrix_c‘is&byclabs['Pos Pred Value']

> recall ¢4 <- cmi_rratrix_c%&hyclass['Sensitivity']

> £l score ¢4 ¢- 2 % (precision cd§ ¥ recall cid) / (precision c45 + recall c4i)

> cat("C4.5 Decision Tree Model Evaluation Results:\n")

> cat ("Accuracy (Precision):", precision 45, "\n")

> cat("Recall (Recall):", recall cf5, "an")

> cat ("Fl-score:", f1 score ci5, "\n")
Figure 12. C4.5 decision tree classification model
prediction program: model training and prediction process

(Source: Authors’ own representation)

Accuracy : 0.9425

95% CI : (0.918, 0.9615)
No Information Rate : 0.7864
P-value [Acc > NIR] : < 2e-16

Kappa : 0.8357

o

Mcnemar's Test P-value : 0.03764
sensitivity :
specificity :

Pos Pred value :

Neg Pred value :
Prevalence :

Detection Rate :
Detection Prevalence :
Balanced Accuracy :

[=N-N-N-N-N-N-N-)
~
[+.]
av
N

o

'Positive' Class :

Figure 13. C4.5 decision tree confusion matrix evaluation
results (Source: Author’s own representation)

3.2.2 Naive Bayes Model

The Naive Bayes model’s rapid prediction capability
in threat mapping stems from its simplifying assumptions,
efficient computational process, and efficacy in handling
high-dimensional data. These attributes make it particular-
ly well-suited for real-time threat detection, initial screen-
ing, and high-frequency prediction applications. Despite its
inherent assumptions, the model provides accurate classi-
fication results in practical applications, making it a highly
appropriate algorithm for threat mapping (Figure 14).

The experimental results indicate that the Naive Bayes
model’s accuracy in threat mapping reaches 95.48%. Its
performance metrics are a sensitivity of 96.61%, a spec-
ificity of 91.35%, and a Kappa value of 0.8674. This
demonstrates a significant advantage in balancing accuracy
and speed, confirming its role as a reliable and practical
tool for threat classification (Figure 15).

Model Training and Prediction Process

» H4 Vaive Bayes Classification Model
» # Perforn classification using the Naive Bayes model
» model nb ¢- naiveBayes (suggested action sentiment ~ ., data = train data)

5 § Model prediction
» predictions W ¢- predict (model o, newdats = test_data)‘

5 ¥ Engure that predictions and test_data&sJggested_actiun_sentirrent are both factors
5 # and have the same levels
» predictions nb <- factor(predictions mb, levels = levels[Lest_dataSsuggested_actiun_sentirrent]]

3 # Nodel evaluation
» conf matriz ob <- confusionVatrix(predictions b, test_data&saqgested_actiun_sentirrent)
» print (conf matrix nb)

» # Calculate Precision, Recall, and Fl-score

» precision b ¢- cunf_rr.atrix_nl:&hytlass['Pus Pred Value']

» recall mb ¢- cunf_rratlix_nh&byﬂlass['Sensitivity']

» f1 score b ¢- 2 ¥ (precision mb * recall nb) / (precision nb + recall nb)

> cat("Naive Bayes Clasaification Model:\n")
» cat("Precision:", precision mb, "\n")

» cat("Recall:", recall mh, "\o")

» oat("Fl-gcore:”, f1 scors mh, "\n")

Figure 14. Naive Bayes classification model forecasting
program: model training and prediction process (Source:
Compiled by the authors)
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Accuracy : 0.9548

95% CI : (0.9324, 0.9715)
No Information Rate : 0.7864
P-value [Acc > NIR] : <2e-16
Kappa : 0.8674

Mcnemar's Test P-value : 0.5224

Sensitivity : 0.9661

Specificity : 0.9135

Pos Pred Value : 0.9763

Neg Pred value : 0.8796

Prevalence : 0.7864

Detection Rate : 0.7598

Detection Prevalence : 0.7782

Balanced Accuracy : 0.9398
'Positive’ Class : 0O

Figure 15. Results of confusion matrix evaluation for the
Naive Bayes classification model (Source: Author’s own
representation)

3.2.3 Logistic Regression Model

In this study, the Logistic Regression model was uti-
lized for threat intelligence exploration, primarily for
threat event classification and feature selection. By learn-
ing the relationship between features and threat events, the
model effectively categorizes threat information and offers
explainability regarding the impact of important features,
aiding security experts in data analysis (see Figure 16).

The experimental results show that the Logistic Regres-
sion model achieved an accuracy of 94.66% in threat map-
ping. Its performance metrics are a sensitivity of 93.73%,
a specificity of 98.08%, and a Kappa value of 0.8524. The
high specificity highlights its ability to correctly identify
non-threat cases. This model thus offers significant advan-
tages in balancing accuracy and interpretability, making
it a reliable and practical tool for threat classification and
providing essential support for efficient threat management
and response strategies (Figure 17).

Model Training and Prediction Process

> § Make predictions using the test dataset
» predictions <- predict(model, newdata = test data, type = "response")
> predictions <- ifelse(predictions » 0.5, 1, 0) # Convert to binary prediction results

> % Ensure predictions are factors and set their levels to match test_data$case_status
> predictions <- factor(predictions, levels = levels(test_dataScase_status))

» # Check the confusion matrix
> conf matrix <- confusionMatrix(predictions, testidatai'a:aseistatusj
» print (conf matrix)

> # Check if any entries in the confusion matrix aha ZEro
> print (conf_matrixStable)

» # Calculate precision, recall, and Fl-score

» if (all{conf matrixStable !=0)) {

precision <- canf_matrixﬁbyClass['Pos Pred Value'][1]
recall <- conf_matrix$by€lass['Sansitivity'][l]

fl score <- 2 * (precision * recall) / (precision + recall)
else {

precision <- NA

recall <- NA

f1 score <- NA

cat ("Logistic Regression Model Evaluation:\n")
cat ("Precision:", preciszion, "\n")

cat ("Recall:", recall, ™n")

cat ("Fl-score:", fl_score, "\n")

WO W

Figure 16. Logistic regression model prediction program:
model training and prediction process (Source: Author’s
own representation)

Accuracy : 00,9466
95% €I : (0.9227, 0.9648)
No Information Rate : 0,7864
P=value [Acc = NIR] = 2.2e-186
Kappa : 0.8524

Mcnemar's Test P-value : 3.814e-05

5&“!1!1\/1!}{ : 0.9373
specificity : 0.9808
Pos Pred value @ 0.9945
Neg Pred value : 0.8095
Prevalence @ 0.7864

Detection Rate : 0.7372
Detection Prevalence : 0.7413
Balanced Accuracy : 0.9591

'Positive’ Class : 0
e ———————————————————————

Figure 17. Results of confusion matrix evaluation for the
logistic regression classification model (Source: Author’s
own representation)

3.2.4 CART Decision Tree Model

The CART decision tree model was effectively applied
in this project to support threat information management
and decision-making. Its inherent clear decision rules and
efficient prediction capability enhance its application value
and improve the efficiency and accuracy of threat mapping
(Figure 18).

The experimental results show that the CART deci-
sion tree model has an accuracy of 94.87%, a sensitivity
of 95.82%, a specificity of 91.35%, and a Kappa value
of 0.8508. These metrics indicate excellent accuracy and
stability in categorizing threat information and provide
reliable prediction results. The model plays a vital role in
identifying potential threats and analyzing data character-
istics, offering strong support for threat management. Its
explicit decision rules and interpretability further enhance
its application value (see Figure 19).

» §Train the CART model in the rpart package
» model cart <- rpart(Case Established ~ ., data = train data, method = "class")

> § Make predictions using the test dataset
> predictions cart ¢- predict (model cart, newdata = test data, type = "class")

> § Ensure that predictions cart and test datadcass status are factors and have the same levels

> predictions cart <- factor (predictions cart, levels = levels(test datajcase statug))

Tree Model
J48 (Case Established ~ ., data = train data)

> § Make predictions using the test dataset

> predictions c45 <- predict (model c45, newdata = test data)

> § Ensure that pred tions 4 and test datajcase status are factors and have the same levels
> predictions c45 ¢- factor(predictions cds, levels = levels(test datafcase status))

> § Model Evaluation
» conf_matrix gln <- con

nsionMatrix (predi
lonMatrix(pr
sionMatrix (pr
- confusiontfatrix(predictions

ctions gln, test da
ions b, test data

ta;‘caae_stat:a\
se_status)

- datafcase status)
datafcase status)

Figure 18. CART decision tree model prediction program
(Source: Author’s own representation)
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Accuracy : 0.9487

95% CI : (0.9251, 0.9665)
No Information Rate : 0.7864
P-value [Acc > NIR] : <2e-16

Kappa : 0.8508

o

Mchemar's Test P-value : 0.2301
Sensitivity :
Specificity :

Pos Pred value :

Neg Pred value :
Prevalence :

Detection Rate :
Detection Prevalence :
Balanced Accuracy :

0OO0OO0O0000O0
[
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beal
o

o

"Positive’ Class :

Figure 19. CART decision tree model confusion matrix
evaluation results. (Source: Author’s own representation)

3.2.5 Comparative Analysis of the Four Models

This project demonstrated the strong performance of
the C4.5 decision tree, Simple Bayesian, logistic regres-
sion, and CART decision tree models. The C4.5 model
stood out with high accuracy (95.07%), excellent sensitiv-
ity (96.96%), and strong explanatory properties, enabling
a clear presentation of the decision logic and reliable sup-
port for threat information classification. While the Naive
Bayes Model’s accuracy is competitive (95.48%) and its
sensitivity is high (96.61%), its efficient computational
speed and adaptability to high-dimensional data make it an
ideal choice for rapid prediction. The logistic regression
model performed well, showing high sensitivity (97.79%)
and accuracy (94.66%), making it suitable for scenarios
demanding high interpretability and accurate predictions.
The CART decision tree model also demonstrated good
accuracy (94.87%), sensitivity (95.82%), and specificity
(91.35%), effectively identifying potential threats through
explicit decision rules; however, careful consideration
must be given to its sensitivity to data quality and the risk
of over-simulation (overfitting) (Table 6).

Table 6. Comparison of experimental results of four major
models (Source: Author’s own representation)

Accuracy Avcuracy 0.9425 0.9466 09548 0.9487
95% CT Conficence intervel 0.918,0.9615 0922709648 0932409715 0.9251,09665
No Information Rate 0.7864 07364 0.7864 0.7864
p-Value Acc>NIR| <2e-16 <215 <2e-16 <e-16
Kappa 0.8357 08524 0.8674 0.8508
Mcnemar’s TestP-Value | Test p-value 0.03764 3814105 0524 02301
Sensitivity Sensitivity 0.9478 09373 0.9661 0.9582
Specificity Specifiaty 09231 09308 09135 09135
Pos Pred Value Posifive precictive valve  0.9784 0.9945 0.9763 09781
Neg Pred Value Negative predictiva valuz | 0.6276 0.8095 0.87% 08559

Prevalence 0.7864 07364 0.7864 0.7864
Detection Rafe 07454 0731 0.7598 07864
Detection Prevalence 0.7618 07413 07782 07

Balanced Accuracy Balanced Accuracy 09354 09591 09398 09338

As noted by Singh et al. (2020) in “Intrusion Detection
System: A Comparative Study of Machine Learning-Based

IDS,” confusion matrices are widely used to evaluate bi-
nary classifiers, covering both correctly and incorrectly
classified sample sizes [15]. Their study highlights the use
of accuracy, precision, recall (sensitivity), and -score met-
rics but emphasizes the critical issue of false positives and
omissions in intrusion detection systems, particularly their
performance when handling unknown attacks.

Consequently, we selected specificity (True Negative
Rate) and sensitivity (True Positive Rate) as the core eval-
uation metrics to analyze the models’ performance charac-
teristics and real-world effectiveness in greater depth. This
approach not only facilitates a comprehensive comparison
of different machine learning models in intrusion detection
but also provides a robust justification for the ultimate se-
lection of logistic regression (Figure 20).

C4.5 Decision Tree, Logistic Regression, Naive Bayes, CART Model Confusion Matrix Analysis Chart
(4.5 Decision Tree Model CART Decision Tree Model

! 8 % 9 95

0 20 16 value
£
H 30
g Naive Bayes Model Logistic Regression Model | P
by
3 100

! 9 95 2 102

0 13 24

0 . 1
predicted category

Figure 20. Results of confusion matrix evaluation of four
major model predictions (Source: Author’s own represen-
tation)

3.3 Case Studies (Three Cases)

In this study, a detailed practical validation of threat
intelligence prospecting and information security risk
elimination was conducted. To verify the effectiveness of
the proposed method and model, three typical information
security cases were selected: intrusion attempts, intrusion
attacks, and malicious content (Figure 21).

]

—— —=]
&-\-:“‘k—\-\_ Remeaaton
==l o

iy — =
—
- -
. Case 2 Cyberecuy Incicen 7
Malcious Confent Jaeten _ -~
Fal__ Preven Daa Entiarce
\ Lostags Mriing [———

Cas 1 Cybersecurity Incident
Infrusion Aierpt

—
Paich _
‘Case 3 Cybersecurlly Incident ~Plvunerabitties|
Iniruson Aftack a4

=
-

—

Figure 21. Case validation practice flowchart (Source:
Author’s own representation)

3.3.1 Case Study Analysis
To validate the effectiveness of the proposed model and
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method, this section presents an analysis of results from
a case study. Applying the model to real-world scenarios
allows us to observe its practical performance and further
evaluate its feasibility and accuracy in threat detection and
risk mitigation. The following content is structured into
three parts: Section 3.3.1. provides a case study analysis
of a representative intrusion incident, illustrating the mod-
el’s practical application; Section 3.3.2. systematically
compares the models’ ability to identify potential threats
through a threat risk assessment; and finally, Section 3.3.3.
provides a code implementation example, demonstrating
the model’s operational process and application details to
ensure the reproducibility and practical value of the re-
search findings (Table 7) [10].

Table 7. Comparison of empirical analyses of the three
case studies (Source: Author’s own representation)
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3.3.2 Threat Risk Level Assessment

In accordance with the NIST 2.0 framework, threat
intelligence risks are categorized into four levels: A, B, C,
and D. The corresponding response protocols and handling
guidelines for each risk level are comprehensively outlined
in Table 8.

*  Case Study 1 was assessed as Level C.

*  Case Study 2 was assessed as Level B.

*  Case Study 3 was assessed as Level C.

Table 8. Assessment of threat risk levels for three cases
(Source: Compiled by the author)

3.3.3 Program Code Implementation

T The following code illustrates the process for testing
the intrusion attempt case using the logistic regression,
Simple Bayesian, CART decision tree, and C4.5 decision
tree models (Figure 22).

(1) Data Preprocessing

Threat Intelligence Subject)
ption)

&
g
B
5
2
i
o
&
E
£
i
a

=1
—
[
n
o

y {- c|"Attack Surface", "Event IP", "Privilege Escalation",
"Botential Exploitation")

» # Count the o

» for (keyword i

+ data[[col name]] <- sapply(dataiCombine Text, count keyword occurrences, keyword)

> # View Results
data[, c("Merge Text", pastel(keywords, "Frequency”))])
head(data)

> Nead

Figure 22. Preprocessing program flow for validation of
data

(2) Machine Learning Language (MLL) three-case val-
idation system flow

The machine learning program flow for validating the
three cases is shown in Figure 23.

> # Ensure that the results are factors and set their levels to match the original data

> predictions glm cases <- factor(predictions glm cases, levels = lavels(tast_data$€asa Established))
> predictions nb cases <- factor(predictions b cases, levels = levels(test_dataSCase Established))

> predictions cart_cases - factor(predictions cart_cases, levels = levels(test datasCase Established))
» predictions c43 cases <- factor(predictions c5 cases, levels = levels(test}atﬂ»ﬁtasa Established))

> §Print Prediction Results

» cat ("Logistic Regression Model Case Prediction Results:\n")
Logistic Reqression Model Case Prediction Results:

» print(predictions gln cases)

129

010

Levels: 0 1

> cat ("Naive Bayes (lassification Model Case Prediction Results!\n")
Naive Bayes Classification Model Case Prediction Results.

> print (predictions nb_cases)

[jo1o

Levels: 01

Threat Level:/A/B/C/D
Tem Type definition Definiticn Casel | Case2 | Cased
1 Attack Vulnerability severity: Figh ‘Assass the extent of darage caused by vulnerzbilities °
Sustace [ ]
2 Attack source: Infernet The source of the attack 0 0 0
3 ‘Attack complexity Low The level of technical scphistication required to exesute
the attack .
1 Privilage Host or network device of (he | Target systems affected by the aftack 0
Escalation service
5 No permission required Whether permission is tequired to launch an attack ° 0 °
3 Execute code ramotely and | An aftacker is able to execute arbitrary code remctely
arbitrarily (]
7 Potential The attacker has been released Publicly available attack code or tools
Exploitation
B The media/community has | Whether the vulnerability has been made public by the
revealed ‘mecia or the community [ [
9 The paten was rot released Officiel fix for the vulnerability
10 List of successful exploits 1t has been included in the list of known vulnerabilities
that hav been successfully exploited.

» cat ("CART Decision Tree Model Case Prediction Results:\n")
CART Decision Tree Model Case Prediction Results:

> print(predictions cart cases)

123

000

Levels; 01

> cat ("

> cat("C4.5 Decision Tree Model Hypothetical Case Prediction Results:\n")
C4.5 Decision Tree Model Hypothetical Case Prediction Results:

> print(predictions cd cases)

{1000

Levels: 01

>

Figure 23. Machine learning program for validating three
cases (Source: Author’s own representation)
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(3) Analysis of case verification test results
The analysis of the three case study validation test re-
sults is detailed in Figure 24.

Empirical
Test

0 o e " LN ]

Test Result

@ True Veles @ Logistic Regression @ Naive_Bayes @ CART Decision_Tree @ €45 Decision_Tree

Figure 24. Analysis of three case study validation test re-
sults (Source: Compiled by the author)

4 Conclusion and Recommendations

4.1 Conclusion

This research presents an innovative integration of
machine learning and text mining technologies for cyber-
security threat intelligence analysis. Utilizing the R pro-
gramming language, we conducted in-depth and systematic
data analysis of threat intelligence reports from competent
authorities. This process involved extracting key features
from massive textual information to rapidly identify po-
tential security threats and system vulnerabilities. Our
approach significantly reduces the time required for cyber-
security professionals to interpret and evaluate threat in-
telligence, providing accurate and actionable insights that
assist in developing effective protective measures.

Furthermore, the model developed in this research in-
corporates automated threat detection capabilities, enabling
real-time monitoring and analysis of new intelligence data
to facilitate the early identification of potential attacks and
mitigate the risk of cybersecurity incidents faced by enter-
prises. This innovative methodology not only improves the
efficiency of threat detection and risk management but also
provides cybersecurity professionals with a set of analyti-
cal tools directly applicable to their operational workflow.
The approach demonstrates clear application value and
substantial potential for widespread adoption, thereby pro-
moting the continuous innovation and advancement of cy-
bersecurity technology within the enterprise environment.

The main contributions of this study are as follows:

(1) Dedicated Staff Contribution to Information Securi-

ty

*  Enhanced Expertise Utilization: Information se-
curity specialists play a critical role in the model
training and result validation processes; their ex-
pertise and experience are essential to the accuracy
and practical utility of the models.

*  Shortened Response Time: Al tools significantly
aid cybersecurity professionals in quickly inter-
preting threat intelligence, thereby reducing re-
sponse times and minimizing cybersecurity risks.
(Pursuant to cybersecurity incident reporting and
response protocols, incidents must be reported
within one hour of detection. Assuming an aver-
age of one hour per confirmed case for incident
response, leveraging Al is estimated to enhance
operational efficiency by 20%.)

e Strategic Focus on Policy Decisions: By automat-
ing threat detection and situational analysis, Al
tools enable security officers to focus their efforts
on developing strategic security policies.

(2) Impact of Al-funded security protection

*  Automated Threat Identification: Machine learning
models automatically identify potential security
threats, improving the efficiency and accuracy of
threat detection.

e Accelerated Intelligence Analysis: Text mining
technology expedites the extraction of key infor-
mation from threat intelligence, thereby enhancing
the overall efficiency of intelligence analysis.

*  Visualized Threat Landscape: Text visualization
techniques transform complex threat data into
intuitive graphical representations that quickly
provide security officers with a comprehensive
overview of the threat landscape.

4.2 Recommendations and Future Research Directions

(1) Recommendations

This study focused on threat intelligence emails, pro-

posing a method for key feature information extraction
based on the subject and content. We constructed a spam
detection model by integrating machine learning classifi-
ers, including Decision Tree, Bayesian classification, and
Support Vector Machine (SVM). The experimental results
demonstrated that the model, particularly when incorporat-
ing the TF-IDF feature selection algorithm, exhibits clear
advantages in threat intelligence email detection and can
effectively improve identification accuracy.

(2) Future Research Directions

To further enhance the performance and utility of threat

intelligence email detection models, the following future
research directions are recommended:

*  Exploration of Advanced Natural Language Pro-
cessing (NLP) Techniques: More advanced NLP
techniques, such as the Transformer architecture,
could be applied to key feature information ex-
traction and recognition in threat intelligence
emails to improve the model’s accuracy and effi-
ciency.

e Incorporation of Diverse Threat Intelligence
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Sources: Integrating diverse threat intelligence
sources, such as real-time threat feeds, social me-
dia data, and user behavior analytics, into model
training would enhance the model’s generalization
capability and robustness.

* Research on Interpretable Al (XAI) Techniques:
Investigating XAl techniques, such as LIME or
SHAP, is crucial for improving the interpretability
of model decisions. This would help security and
critical operations engineers better understand the
model’s operation mechanism and foster greater
trust in the system.
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