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Abstract

Chinese government has carried out necessary policies 
to reduce mass losses in cattle farming in recent years.  
One of the most important and effective measures is to 
encourage farmers to buy cattle insurance. Thus, cattle 
recognition becomes the uttermost primary requirement 
for advanced technology. Compared to other approaches 
of cattle recognition, artificial intelligence (AI) technology 
yields fewer negative effects and has lower costs. Yet, cur-
rently limited numbers of cattle pictures hinder the direct 
application of state-of-the-art AI techniques for cattle rec-
ognition, leading to unsatisfied results, such as overfitting. 
In this paper, we propose a novel AI cattle face recognition 
method, which uses few-shot classification to overcome 
the problem of limited numbers of cattle pictures. Our 
model extracts two elements from the limited number of 
cattle pictures respectively, i.e. the shared and the private 
features, independent of each other. This model is likely to 
learn from a small number of samples and to classify imag-
es more accurately. In addition, we incorporate self-super-
vised learning to augment the model’s learning capacity. 
The training process of our model uses few-shot learning 
method. Against our cattle face dataset, this model outper-
forms other traditional few-shot classification methods. 

Keywords: Cattle recognition, Meta-learning, Few-shot 
learning, Self-supervise 

1  Introduction

China witnesses a drastic expansion in the cattle farm-
ing scale in recent years. By 2022, the nationwide total 
inventory of dairy and beef cattle has soared to roughly 
108.56 million. However, some of the outdated  livestock 
farming modes and techniques result in a high mortality 
rate (up to 5%). There emerges an urgent  need to control 
relevant financial losses for farmers. 

Getting farmers’ cattle insured has been proved effec-
tive to reduce financial losses. It is obligatory to identify 
each individual insured cattle for insurance companies. 
However, conventional technologies are inadequate to 
identify cattle individuals.

	● Short detection distances are obligatory for a read-
er of embedded tags. Yet, implanted tags often 
cause an irreversible damage to the cattle, bringing 
about risks of injuries and diseases.

	● Liquid nitrogen frozen branding inevitably incurs 
high costs.

	● Information ear tags are prone to loss and replace-
ment, resulting in potential insurance fraud inci-
dents.

Similar drawbacks also exist among cattle face recog-
nition technologies, the following two being most typical:

	● Iris recognition devices are expensive and have 
strict requirements for server hardware, camera 
angles, lighting conditions, and pupil proportion. 
Real-world recognition procedures rarely satisfy 
these requirements.

	● Traditional machine recognition techniques have a 
limited accuracy, which is rather difficult to push 
recognition performance beyond its current prima-
cy.

Different from human faces [1-4], cattle faces lack 
readily recognizable facial features, making them more 
difficult to identify. To precisely identify and validate each 
cattle’s identity, it is advisable to apply AI technology and 
figure out a task-aware method.

AI-based recognition technology [5-12] experiences a 
quick development in recent years with some remarkable 
results. Two most popular methods are Convolutional 
neural network and Transformer. Convolutional neural 
network (CNN) [9, 13-19] gets increasingly powerful 
with its increasing scale, deepening neuron connections, 
and complex convolutional structures. In addition, Trans-
former models based on self-attention mechanisms have 
further improved their deep learning performance in im-
age recognition, including Vision Transformer (ViT) [20] 
and its variants such as the Swin-Transformer [21]. These 
techniques require a large amount of data to achieve the 
desired results, but there are not enough cattle face images 
in practice, so a method that can adapt to small amounts of 
data is needed for the cattle face recognition task. 

The few-shot classification turns out to be a promis-
ing approach to accomplish the above-mentioned task. 
However, current models still follow conventional ways 
to employ a feature extractor for feature extraction. Any 
resulted feature vector may contain redundant information, 
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such as private features between images of the same class 
and shared features between images of different classes. 
This redundancy has less evident effects on coarse-grained 
classification tasks. However, it becomes harmful in fine-
grained classification tasks, because it prevents the model 
from focusing on shared features within the same catego-
ry and private features across different categories. Both 
private and shared features here are especially important 
in fine-grained classification tasks of similar category dis-
tinguishing. Things may get even worse for instance-level 
classification tasks with increasing category subtlety, cattle 
face recognition as one case in point, than for fine-grained 
classification tasks. Therefore, our goal is to first remove 
redundant features and to concentrate on crucial features.

In this paper, we propose a feature branch network to 
achieve the above-mentioned goals. It utilizes two branch-
es to extract shared features within the same category and 
private features across different categories, increasing the 
model’s attention towards these two features. By reducing 
the distance between samples of  the same category, the 
shared feature branch extracts shared features. Conversely, 
by expanding the distance between samples of different 
categories, the private feature branch extracts private fea-
tures. These two branches complement each other and help 
eliminate redundant information while directing the mod-
el’s attention toward the two most essential features.

One point is worth attention here that conventional 
few-shot learning [22-24] feature extraction networks are 
often simple, employing residual architectures with a lim-
ited number of layers, leading to lower performance for 
small datasets. To overcome this limitation, we introduce 
the self-supervised learning to strengthen the feature ex-
tractor, aside from the advantage that the above-mentioned 
networks effectively eliminate redundant feature informa-
tion. In a cattle face recognition project, it is difficult to ob-
tain manually annotated data. Therefore, limited available 
data are used to generate more labeled data, which are in 
turn used to train the model for the new task. In the train-
ing process, there emerges an improvement in the feature 
extractor’s ability of the model. 

The rest part of the paper is organized in this way. The 
second chapter reviews related works in cattle face rec-
ognition and few-shot learning. Chapter Three illustrates 
our proposed feature branch network, and its function and 
structure of each part in detail. The fourth chapter explains 
the algorithm mechanism and demonstrates the algorithm’s 
process through the pseudo-code. The fifth chapter sum-
marizes our experimental contents and results, confirming 
our model’s competence for the cattle face recognition in 
insurance businesses. 

2  Related Work 

This chapter introduces the related works from three 
parts. 

The first part reports cattle recognition methods, which 
are mainly divided into two categories. The first one 
covers the traditional methods requiring contact labels, 
which lowers recognition reliability. The other one is the 

non-contact methods, using a camera to collect cattle pho-
tos to carry out the recognition work, and achieving higher 
reliability and accuracy. 

The second part introduces current research results in 
the field of few-shot learning in a chronological order.  

Similarly, the third part also chronologically introduces 
Transformer model and its various improved models.

2.1 Cattle Recognition Methods
There are already significant achievements concerning 

individual cattle recognition from a given dataset. Tradi-
tional recognition methods mainly include information ear 
tags and embedded labels. With the development of com-
puter vision and machine learning, cattle face recognition 
and iris recognition gradually outperform conventional 
methods both in accuracy and cost-effectiveness. An over-
view of all the methods is shown in Table 1. Iris recogni-
tion and face recognition equipment cost more than ear 
tags and embedded tags do. But in cattle farming, the cattle 
number  to be recognized is extremely large, so the total 
cost reduction highly depends on that of  consumables per 
cow. 

Conventional cattle recognition methods are techni-
cally simple and easy to implement. The information ear 
tag method fixes a tag to the cattle’s ear, and a specially 
designed machine reads the ear tag information. One case 
in point is Thithi Zin et al. [25] that has achieved quite 
reliable results (Figure 1(a)). However, it is easy for infor-
mation ear tags to get lost and easily replaced, resulting in 
high likelihood of insurance fraud incidents. Adopting Ra-
dio Frequency Identification (RFID) technology, embed-
ded tags are implanted in the cattle bodies. RFID solves 
the problem of insurance frauds caused by ear tag losses 
or replacements. Nevertheless, a RFID reader only covers 
a short detection distance. Tag implantation operation may 
cause irreversible damages to the cattle, adding up cattle 
disease risks.

As an improvements to these two conventional meth-
ods, non-contact image recognition technology comes into 
use for cattle recognition. Among them, iris recognition is 
one of the most reliable biometrics technologies for rec-
ognition. It takes advantage of iris patterns to identify and 
distinguish cattle individuals. Figure 1(b) demonstrates a 
cow iris image in Yue Lu et al. [26]. Based on their cattle 
iris pictures, they first assess the image quality and select 
one clear iris image for subsequent processes. Then they 
segment  the cow iris image and implement normalization. 
Finally, they use 2D complex wavelet transform to extract 
the cattle’s iris features for later recognition, achieving an 
accuracy of 96%. Despite of the seemingly high iris recog-
nition accuracy, this method is very demanding for  camera 
equipment, and requires high-resolution pictures to obtain 
the cattle’s iris information.

In recent years, image-based cattle face recognition 
gets more and more popular. As it does not require very 
high resolution images, more researches are being done 
along this direction. Feng Xu et al. [27] adopted an im-
proved capsule network in cattle face recognition. They 
first combined convolutional and local binary pattern (LBP) 
texture features with a feature extractor named C-LBP, 
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then enhanced the feature extraction capability with a 
self-attention module. They finally introduced an interme-
diate capsule layer to improve the capsule’s utilization rate, 
accomplishing a higher performance and a stronger robust-
ness. Zehao Yang et al. [28] designed a unique network 
architecture with two parts: a super-resolution network for 
recovering high-resolution cattle faces from low-resolution 
images and a recognition network. The super-resolution 
network is cascaded with a recognition network, and an 
alternate training strategy is introduced to ensure the train-
ing process stability. Experiments show that the proposed 

method achieves a 94.92% recognition accuracy on small 
(12×14) cattle face images. Yang Mei et al. [29] combined 
the deep learning network with the Internet of Things tech-
nology to build their cow face recognition system. This 
system used Inception and Residual network as the deep 
learning backbone and combines the triplet loss function 
to extract cattle face features. Compared with iris recogni-
tion, these studies using cattle face images for recognition 
do not require high-definition images and still obtain good 
results. 

Table 1. An overview of cattle recognition methods
Information ear tags Embedded labels Iris recognition Face recognition

Consumable cost each cattle (¥) 5 4 0 0
Equipment cost (¥) 300 50 150,000 150,000

Theoretical accuracy (%) 99 98 96 99

In addition to cattle face recognition, some studies 
also focus on the whole cattle body patterns for recogni-
tion. Jing Gao et al. [30] generated a directional bounding 
box by using a cattle detector independent of individuals, 
and formed a normalized individual trajectory through 
detection and tracking. This produces a “positive” sample 
set for each trajectory, which is paired with a “negative” 
sample set for random cattle samples from other videos, 
and then uses triplet-contrast learning to build a metric 
potential space for recognition. Yusei Kawagoe et al. [31] 
used a camera to carry out individual recognition through 
cow faces. Being both non-invasive and cost-effective, it 
provides a feasible way of cattle recognition.

(a) An ear tag and its processing steps

(b) Cow iris image

Figure 1. Ear tags and iris recognition

2.2 Few-shot Classification
On account of constantly coming cattle members to be 

insured, the few-shot learning method is introduced, which 
would hopefully find a comprehensive application in the 
insurance business. The model we studied needed to adapt 
quickly to these new cattle, this is what the few-shot lean-
ing method excels.

Aside from the new cattle memberships, the second 
reason lies in the difficulties in timely obtaining a huge 
number of cattle face pictures for insurance purposes.  
With sparse samples for each cattle, it is highly chal-

lenging to identify one cattle from the others. Therefore, 
deep-learning based cattle face recognition algorithms, 
which require a large amount of training data, struggle to 
perform well on this task and overfitting is easy to occur. 
Although cattle recognition approaches mentioned above 
generally fulfill the task, it falls short in cases where the 
dataset is limited. 

One promising approach to this task is the few-shot 
classification, a method that allows models to rapidly adapt 
to new categories with a small number of samples within 
each category. Few-shot learning improves the model’s 
capacity to generalize features by using episodic training 
that simulates real-world deployment settings. Impressive 
algorithms have been developed. Scott Reed et al. [32] 
proposed an end-to-end training model to match the fine-
grained information and category-specific picture contents. 
It only encodes the most important visual aspects for clas-
sification like natural language. Their model shows great 
performance on zero-shot classification. Sachin Ravi et al. 
[33] proposed an LSTM-based meta-learner model to learn 
a precise optimization strategy, it is able to learn general 
learner (classifier) network initialization that facilitates fast 
training convergence, as well as suitable parameter updates 
particularly for the case where a predetermined number 
of updates is made. Qi Cai et al. [34] trained the entire ar-
chitecture by moving from minibatch to minibatch, which 
is designed for one-shot learning when a few examples of 
new categories are shown at the test time. Proposed MM-
Net was able to produce a singlemodel regardless of the 
quantity of shots and categories, in contrast to traditional 
one-shot learning techniques. It turned out that the model 
increased one-shot accuracy on several datasets. Chi Zhang 
et al. [22] adopt the Earth Mover’s Distance (EMD) as a 
metric to calculate the structural distance between dense 
image representations for image correlation determination. 
Davis Wertheimer et al. [23] trained a network that recon-
structs a query feature map from support features of one 
class to predict the category of the query images. It outper-
formed previous approaches on four fine-grained bench-
marks. Mamshad Nayeem Rizve et al. proposed a training 
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mechanism to simultaneously employ equivariance and 
invariance, which helps the model generalize well to novel 
classes with limited datasets. 

According to our survey results, we have noticed that 
few-shot learning can quickly adapt to new categories with 
small dataset. The cattle face recognition task for insurance 
purposes is faced with sparse category samples and new 
categories. Thus, few-shot learning is very suitable for this 
task. 

2.3 Transformer
One of the most advanced models in the field of com-

puter vision is ViT. The features extracted by ViT accurate-
ly represent the information of a picture.

A study by Alexey Dosovitskiy et al. [20] demonstrates 
that a pure Transformer applied directly to picture patch 
sequences achieves extremely good results on image clas-
sification tasks. Here significantly less computational re-
sources are needed for training than state-of-the-art convo-
lutional networks. It is suggested in Ze Liu et al. [21] that 
using shifted windows to compute the representation of a 
hierarchical Transformer, this shifted windowing technique 
improves efficiency by permitting cross-window connec-
tions. In the architecture the Transformer iN Transformer 
(TNT), the attention of each “visual word” in the provid-
ed “visual sentence” is computed in relation to the other 
“visual word”, then the architecture combines word and 
sentence features (Kai Han et al. [35]). Mingyu Ding et al. 
[36] introduced dual attention mechanisms with “spatial 
tokens” and “channel tokens” to efficiently capture a glob-

al context while maintaining its linear model complexity 
along spatial and channel dimensions and achieved satis-
factory performance on four different tasks in their study.

ViT has been confirmed in our study to achieve im-
pressive results and to outperform CNN in some aspects. 
Therefore, ViT [20] acts as the backbone of our model.

In brief, there lacks comprehensive application of cat-
tle face recognition in the insurance industry, and there is 
no precedent of few-shot learning applied in cattle face 
recognition. Therefore, in order to provide a new route to 
apply cattle face recognition technology in the insurance 
industry, this paper adopts few-shot learning for cattle face 
recognition and combines it with Transformer model to 
make up for this industry vacancy.

3  Feature Branch Network for Cattle 
Face Recognition

Figure 2 depicts our proposed few-shot classification 
model for cattle face recognition. It includes four compo-
nents, namely, a feature extractor, a shared feature branch, 
a private feature branch, and a self-supervised learning 
branch. During the training process, the model optimizes 
a total loss function, including the shared loss from the 
shared feature branch, the private loss from the private fea-
ture branch and the self-supervised loss from the self-su-
pervised branch. The following part discusses the specific 
implementation of each component and the derivation of 
loss functions. 

Figure 2. An overview of our model
(It consists of three components: the feature extractor and the shared and private branch.)

3.1 Vision Transformer Implementation
ViT is verified to outperform the CNN strategies [37], 

and to find a wide application in image classification. It 
is not yet widely used for few-shot learning because it re-
quires a large amount of data for training [38]. In order to 
leverage good ViT performance in image classification, it 
is advisable to make several improvements and pre-train-
ing with ImageNet1K for ViT to guarantee its performanc-
es  under the few-shot learning conditions. 

The ViT improvements are shown in Figure 3, where 
the model incorporates two learnable embeddings before 
feeding the embedded patches of images into the trans-
former encoder. These two embeddings are responsible for 
extracting shared and private features from the image. Ulti-
mately, the Transformer encoder transfers the embeddings 
for shared and private features. The shared and private 
embeddings engage in self-attention computation with oth-
er picture embeddings in the transformer encoder. Picture 
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embeddings refer to the patch embeddings, they help the 
model extract important information in the pictures. There-
fore, the improved ViT allows the model to extract shared 
and private features for few-shot learning.

Figure 3. The improved ViT
(The shared and private embeddings are both learnable. 
The fs(x), fp(x) represents shared and private features, 
respectively.)

The object of pre-training is the transformer encoder in 
Figure 3. ImageNet1K data set is used to train the encoder 
in the image classification task. Neither a shared embed-
ding nor a private embedding is used in the training pro-
cess. Instead, only the original classification embedding of 
ViT is trained as a classification feature. The pre-training 
thus meets ViT requirements for large amounts of data, and 
enables ViT to extract correct features under the few-shot 
learning conditions.

3.2 Few-shot Classification
As mentioned earlier, few-shot learning is a form of 

meta-learning employing an episodic training. In an N-way 
K-shot training task, the training dataset is divided into a 
support set and a query set. This step is to simulate situa-
tions where the model comes across novel categories, and 
to train the model’s ability to learn these novel categories. 
In an N-way K-shot task, the support set S = {(x1, y1), ..., 
(xm, ym)} consists of N-labeled categories, with each cat-
egory having K-labeled images, simulating images used 
for learning in the real-world deployment, where m = N∙K. 
The query set Q ={(x'1, y'1), ..., (x'h, y'h) consists of N catego-
ries, with each category having L-labeled images, simulat-
ing images used for recognition in real-world deployment, 
where h = N ∙ L.

As is shown in Figure 4, our improved method extracts 
shared and private features. To extract shared features, we 
optimize the shared loss function to minimize the distance 
between the query and the support set, making the shared 
features of samples from the same category more similar 
to each other. This allows the shared feature vector to rep-
resent shared information. To reduce the computational 
complexity of the above process, we compute prototypes 
to represent the support set of each category:

Figure 4. The left part represents the shared branch and 
the right part represents the private branch

( )
( , )
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n s i
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∈
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Here, fs(∙) denotes the shared feature branch network, 
and n∈{0,1,2,...,N}. In each category, i∈{0,1,2,...,K}. The 
shared loss function Ls is defined as

( )ˆcross_entropy , s y y′=L , where (2)

( )( )ˆ ,i s i ny d f x c′= − (3)

Here, d(∙) is implemented by the cosine distance func-
tion used to measure the distance between the query set 
and the  prototypes of the support set. y represents the 
ground-truth labels, and y∈{0,1,2,...,N}. 

To extract private features, we optimize the private loss 
function Lp to expand the distances between samples from 
different categories. This enlarges the differences between 
private features of samples from different categories, al-
lowing the feature vector to represent private information. 
Also, prototypes are used to represent the support set in 
order to reduce the computational complexity. Note that 
the prototypes used here still originate from the shared 
features branch. This is because, within the same category, 
shared features are more similar and better represent a cat-
egory than private features. The private loss function Lp is 
defined as

( ) ( )( )( )1 exp ,
1p p j nn j

d f x c
N h ′′

′= −
− ⋅ ∑ ∑L (4)

Where j∈{0,...,h} and n'∈{t|t∈{0,...,N−1},t≠n}, n' de-
notes categories other than the category n to which picture 
x'j belongs. fp(∙) denotes the private feature branch network.

3.3 Self-supervised Learning
In order to further improve our model, we introduce a 

self-supervised learning branch. The self-supervised learn-
ing branch uses new labeled data generated by its own to 
complete a new classification task. During this process, our 
model gets improved ability to extract correct features. 
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The architecture of the self-supervised learning branch 
is shown in Figure 5. The function of self-supervised learn-
ing is to design a new task to enhance the performance of 
the feature extractor, so that the shared and private features 
precisely represent a picture together, thus enhancing the 
overall performance of the model.

Figure 5. Self-supervised learning branch

To achieve this goal, we crop an image evenly into 
four small pieces, then splice these four pictures into a 
new picture xi in a random order, adding a label to each 
case in the order of splicing. Finally, we get 24 labels wi , 
wi ∈{0,1,...,23}. In a batch, we randomly generate several 
such images. Then the self-supervised network judges how 
each picture is disorganized, and classifies the disorganized 
pictures. The classification result is ŵi= fw(f(xi)). Here, f(·) 
denotes the feature extractor, and fw(·) denotes the self-su-
pervised network.

Therefore, the self-supervised loss function is the 
cross-entropy loss function [39] between wi  and ŵi , that is

ˆ_ ( , )w i icross entropy w w=L (5)

Such classification tasks strengthen the model’s 
understanding of pictures, and it learns more important 
information during training.

The disorganized images are firstly passed through 
the feature extractor to extract features. Unlike the shared 
and private feature branches, the self-supervised branch 
receives the classification features from the feature ex-
tractor instead of the shared and private features. In addi-
tion, since CNNs are sensitive to spatial information, the 
self-supervised network uses ResNet18 to extract spatial 
information to complete the task of recognizing the order 
of disorganization.

Algorithm 1: The shared and private loss for Feature 
Branch Network

Input: Support set 1 1
1 1{( , ),..., ( , )}K K

N Nx y x y=  and query 

set 1 1{( , ),..., ( , )}h hQ x y x y′ ′ ′ ′=

Output: Total loss L of shared loss Ls and private loss Lp 
in a training batch

1: # Features embedding
2: U ← fs(S)
3: U' ← fs(Q), V' ← fp(Q)
4: # Calculating prototype

5:
1 k

n n
k

c u
K

← ∑ , k
nu U∀ ∈

6: #  Calculating private loss

7:
1 exp( ( , ))

( 1)p nn h
d V c

N h ′′
′← −

− ⋅ ∑ ∑L

8: #  Calculating shared loss
9: Ls ← cross_entropy(y', − d(U', cn))
10: return Lp + Ls

 
3.4 Classification

Thanks to the fact that the shared features of images 
from the same category are similar, the shared features are 
more representative of a category. Therefore, our model 
uses shared features for classification, where the proba-
bility of the query image x belonging to the category n is 
given by

( )
( )( )( )
( )( )( )

1

0

exp ,
|

exp ,

s n

N

s n
n

d f x c
p y n x

d f x c
−

=

−
= =

−∑
(6)

4  Feature Branch-based Cattle Face 
Recognition Algorithm

The feature branch-based cattle face recognition algo-
rithm is composed of two parts, the first part is extracting 
the shared and private feature, the second part is self-su-
pervised learning. The calculation of the shared loss and 
the private loss are both in the first part since they both 
need to use category prototypes. Moreover, the calculation 
of the self-supervised learning loss belongs to the second 
part. Therefore, the total loss used to train the feature 
branch network is defined as the sum of the results of the 
two parts.

4.1 Extracting Shared and Private Features 
The process of extracting the shared and private fea-

tures is given by Algorithm 1. In an N-way K-shot few-
shot task, N is the number of classes, K is the number of 
support examples in one class, h is the number of all query 
examples. Our algorithm firstly feeds the input data to the 
feature extractor, which is to obtain the embeddings for the 
shared features fs(S) of the support set, the shared features 
fs(Q) of the query set, and the private features fp(Q) of the 
query set. 

We then calculate category prototypes with the shared 
features of the support set to represent the categories in 
subsequent calculations. The cosine distances between the 
shared features of the query set and the prototypes are used 
to calculate the shared loss. At the same time, the cosine 
distances between the private features of query set and the 
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prototypes are used to calculate the private loss. 
In the shared feature branch, the shared information of 

different categories is redundant, it is discarded when the 
private feature branch optimizes the private loss. In the 
private feature branch, the private information of the same 
category is redundant, when the shared feature branch 
optimizes the shared loss, the shared features of pictures 
in the same category are getting similar, so the redundant 
information mentioned above will be abandoned. These 
two branches complement each other and help each other 
remove the redundant information, allowing our model to 
focus on the two most important features.

4.2 Self-supervised Learning Process
The process of the self-supervised learning is given by 

Algorithm 2, where wi is the actual order of the disorga-
nized images, and ŵi is the order of the images predicted 
by the self-supervised branch. The self-supervised loss 
function is the cross-entropy loss function calculated by wi 
and ŵi . 

The self-supervised learning process first embeds 
the disorganized pictures via the backbone, and then the 
self-supervised learning branch predicts the order of the 
disorganized pictures. In the process of optimizing the 
self-supervised learning loss, the self-supervised learn-
ing branch is able to predict the order of the disorganized 
pictures. The backbone is also involved in this learning 
process, so the performance of the backbone is further 
strengthened.

Algorithm 2: The Self-supervised learning loss for 
Feature Branch Network
Input: Disorganized pictures xi , labels wi

Output: Self-supervised loss Lw in a training batch
1: # Features embedding
2: ŵi  ← fw(f(xi))
3: # Computing self-supervised loss
4: Lw ← cross_entropy(wi , ŵi)
5: return L ← Lw + Lp + Ls

4.3 Total Loss Definition
Finally, the total loss used to train the feature branch 

network is defined as the sum of the shared loss, the pri-
vate loss and the self-supervised learning loss. That is,

w p s← + +L L L L (7)

5  Experiments

5.1 Dataset and Backbone
The ViT configuration in this paper is defined as fol-

lows: the embedding dimension is 768, the backbone 
consists of 12 basic transformer blocks, and there are 12 
self-attention heads used to split the embedding to reduce 
the computation load. The shared and private embeddings 
have the same configuration as the patch embeddings of 
pictures.

The examples of our cattle face dataset is shown in 
Figure 6. The photos are collected from several cattle 
farms in Henan Province, China. This dataset includes a 
total number of 971 cattle, where each has three high-defi-
nition images captured in different facial aspects to ensure 
complete facial data. The dataset is divided into three 
subsets in specific proportions: 485 categories for training, 
243 categories for validation, and 243 categories for test-
ing.

We employ data augmentations on the dataset before 
training. Each image is individually rotated by 90, 180, and 
270 degrees respectively and horizontally flipped. The hor-
izontally flipped images were further rotated by 90, 180, 
and 270 degrees. This process generates 7 extra images for 
each original image, effectively expanding the dataset size 
by 8. In the augmented dataset, each category consists of 
24 images. 8 are left-face images and their augmentations, 
collectively referred to as the left-face images. 8 are front-
face images and their augmentations, referred to as the 
front-face images. 8 are right-face images and their aug-
mentations, referred to as the right-face images. During the 
sampling process for the 5-shot training task, it is possible 
for the support set to simultaneously contain the left-face, 
the front-face, and the right-face images. This may lead to 
overfitting. 

Furthermore, it is meaningless to ask the model to clas-
sify query images to known categories when the answers 
are certain because the augmented images barely differ 
from the original images. Therefore, during the sampling 
process, we avoid including the left-face, the front-face, 
and the right-face images together in the support set, al-
lowing for a maximum inclusion of only two of the three 
images. 

Figure 6. An overview of part of our cattle face dataset
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5.2 Comparisons and Discussions
We conducted 5-way 5-shot classification tasks and 

5-way 1-shot classification tasks separately during the ex-
periment. In the 5-way, 5-shot classification task, we ran-
domly selected images of 5 cattle in a batch, with 5 images 
per cattle acting as the support set and 15 as the query set. 
In the 5-way, 1-shot classification task, we randomly se-
lected 5 cattle in a batch, with 1 image per cattle acting as 
the support set and 15 as the query set. 

We tested various few-shot learning networks such as 
ProtoNet, FRN, and others on our cattle face dataset, and 
the results are shown in Figure 7. Against the cattle face 
dataset, our method outperforms all state-of-the-art (SOTA) 
methods in both 1-shot and 5-shot tasks. On the 1-shot 
task, our method achieves a 3.1% improvement over Pro-
tonet and a 3.2% improvement over FRN. On the 5-shot 
task, our method achieves a 0.5% improvement over 
Protonet and a 0.1% improvement over FRN. DeepEMD 
is the latest approach for few-shot classification, but its 
performance on our dataset is also inferior to Protonet and 
FRN. Our method gets a more remarkable improvement on 
the 1-shot task than on the 5-shot task, indicating its strong 
performance on accurate image classifications with limited 
samples. 

(a)  5-way 1-shot on cow face dataset

(b) 5-way 5-shot on cow face dataset

Figure 7. Averaging 5-way 1-shot/5-shot classification ac-
curacy (%) with 95% confidence intervals using different 
methods
(Within the parentheses are the 95% confidence intervals.)

5.3 Ablation Studies and Discussions
We conduct ablation studies on every part of the model 

against our cattle face dataset. The results of 1-shot task 
are shown in Table 2, and the results of 5-shot task are 
shown in Table 3, respectively. A total of six experiments 
are designed as a contrast. In the first experiment, instead 
of using any branch mentioned earlier in this paper, we 
only use the classification feature in ViT to complete the 
classification task, this is set as a controlled experiment. 
The second one is the result of experiments using only 
the shared feature branch, and the third one is the result of 
experiments using only the private feature branch. These 
two experiments are set to test the performance of the 
shared and private feature branches respectively. Fourthly, 
by combining the shared and private feature branches, the 
model is tested without using the self-supervised learning 
branch. The purpose of this experiment is testing the per-
formance of combining the shared and private branches, 
and verifying the beneficial effects of their interaction. By 
contrast, another experiment is the result of using only the 
self-supervised learning branch. This experiment is set to 
test the performance of the self-supervised network. The fi-
nal experiment presents the experimental results of a com-
plete network with all branches used together to verify the 
performance of the network composed of all the branches.

Table 2. Ablation study on 1-shot task

Shared 
branch

Private 
branch

Self-
supervised 1-shot accurate

√ √ √ 98.61±0.16
× × × 98.42±0.18
√ × × 98.47±0.15
× √ × 98.45±0.13
√ √ × 98.47±0.15
× × √ 98.44±0.16

Table 3. Ablation study on 5-shot task

Shared 
branch

Private 
branch

Self-
supervised 5-shot accurate

√ √ √ 99.45±0.09
× × × 99.18±0.10
√ × × 99.33±0.08
× √ × 99.27±0.07
√ √ × 99.43±0.09
× × √ 99.41±0.08

The tables show that the network using all branches 
achieves the best results, so the experiment satisfactorily 
verifies the feasibility of the whole network. The network 
that uses only a shared feature branch performs better than 
the network that does not use any branches, and the perfor-
mance of the network with a private feature branch is bet-
ter than that of the simplest network (without any branch-
es), although the private feature branch does not bring 
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much gain to the network compared to the shared feature 
branch. Finally, the function of the self-supervised learn-
ing branch has been verified with the experiment and the 
branch also excels to the simplest network. The results of 
experiments on 1-shot and 5-shot tasks are similar, which 
shows that the proposed network and each of its branches 
achieves positive effects on both 1-shot and 5-shot tasks. 

The reason why a network with a shared feature branch 
outperforms the simplest classification network is easy to 
understand. The shared feature branch makes the feature of 
the same category very similar by narrowing the distance 
between the features of the same category, its function 
is exactly consistent with the shared feature as expected. 
Therefore, in the experiment, the network with the shared 
feature branch always outperforms the simplest classifica-
tion network. At the same time, the features of the same 
category get more and more similar in the training process, 
since category prototypes are calculated by shared fea-
tures. This means that category prototypes become more 
and more accurate in representing a category, which, in 
turn, promotes the effects of the private feature branch. 
The private feature accurately avoids the information of 
other categories, representing the information that belongs 
solely to its category. Finding the private features of each 
category is crucial in a task like cattle face recognition 
which has small category gaps. The effect of using the 
self-supervised learning branch only is weaker than that of 
the shared feature branch. It is assumed that this is because 
ViT performance as a feature extractor has been very good, 
so the gain effect is not obvious. With the addition of all 
the branches, the whole network performance can be fur-
ther improved.

6  Conclusion

In this paper, we propose a method to identify cattle in 
the cattle farming industry by using few-shot learning. The 
method consists of a shared branch, a private branch and 
a self-supervised learning branch. They extract shared and 
private features from images and strengthen the feature 
extractor, to address the challenge of small inter-class vari-
ations in the cattle face dataset. Comparative experiments 
prove the method to be effective in accurately identifying 
cattle with limited sample images, outperforming existing 
algorithms.
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