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Abstract

With the growing emphasis on Internet data transmis-
sion security, an increasing number of scholars are explor-
ing the field of data hiding. In the spatial domain, various 
techniques exist, such as pixel expansion, histogram shift-
ing, and the application of interpolation techniques (IT). IT 
has garnered attention as a novel design approach, particu-
larly in IT-based RDH (reversible data hiding), known for 
its ability to maintain relatively high image quality while 
enhancing hiding capacity compared to other methods.

However, previous research has predominantly focused 
on crafting interpolation images that closely mirror the 
original image quality, followed by proposing error pre-
diction-based data hiding strategies. Departing from this 
conventional path, this study introduces the concept of sin-
gle reference point diffusion to propose the homogeneous 
expansion-based interpolation (HEI) algorithm and then 
applies the HEI algorithm to generate interpolation images 
less prone to offset pixel effects. Subsequently, the differ-
ence interval substitution (DIS) strategy is employed to 
maximize hiding capacity while preserving favorable im-
age quality. Experimental results validate that our approach 
significantly boosts hiding capacity, nearly tripling that of 
the Zhang et al.’s method under comparable computational 
complexity, while maintaining an average image quality of 
31.54 dB.

Keywords: Interpolation image, Homogeneous expansion, 
Difference interval substitution, Hiding capacity, 
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1  Introduction

As the range of multimedia data transmission applica-
tions on the Internet expands, they are no longer limited 
solely to forging personal social connections; instead, they 
are also being utilized for remote medical diagnosis, busi-
ness data sharing, and even defense purposes. Consequent-
ly, the significance of data security is receiving heightened 
attention from both industry and academia. In response 
to users’ increasing demand for information security, new 
methods, such as conventional cryptography [1], image en-
cryption [2-5], or steganography also called image hiding 

[6-13] are constantly being designed by different research 
groups.

Among the above approaches, conventional cryp-
tographic algorithms or image encryption transformed 
multimedia media into a meaningless format to protect the 
content. Conversely, image hiding conceals secret data in 
multimedia media to prevent the hidden secret data from 
being accessed by unauthorized users. Conventional data 
hiding methods typically involve irreversible processes, 
meaning that the original cover images cannot be com-
pletely restored even after extracting the hidden secrets. 
Consequently, their applications are restricted. In contrast, 
reversible data hiding (RDH) is more versatile, allowing 
for both data extraction and recovery, ensuring retrieval 
of both the extracted secret data and the original cover 
images. This reversibility feature expands the applicability 
of RDH to substantive domains like military, medical im-
agery, and telemedical applications. RDH research can be 
categorized into spatial-based algorithms, frequency-based 
algorithms, compression-based algorithms, and compres-
sion-based algorithms. Different from the rest categories, 
spatial-based RDH algorithms modify the pixel values of 
a cover image to conceal secret data. There are four repre-
sentative data hiding strategies can be concluded in the last 
two decades regarding the spatial-based RDH algorithms: 
difference expansion (DE) [14-16], histogram shifting (HS) 
[17-21], pixel value ordering (PVO) [22-26] and interpola-
tion technology (IT).

DE was proposed by Tian [14], and 1-bit of secret data 
is embedded by expanding the difference between two 
neighboring pixels in a cover image. The auxiliary data 
also called the location map is required to solve the over-
flow and underflow problem and ensure reversibility. In 
2019, Wang et al. [16] designed a bidirectional DE. In their 
scheme, a cover image was scanned in a Z-shaped and 
transformed into a 1-D array. Then, the difference between 
two neighboring pixels in the 1-D array was expanded to 
two directions so that 1-bit of secret data could be con-
cealed into the left pixel. Experimental results confirm the 
payload offered by the scheme of Wang et al. outperforms 
the schemes of Tian and other DE-based existing works 
[14]. The HS-based RDH was first designed by Ni et al. [17] 
to conceal secret data by considering a cover image from 
the perspective point of pixel distribution. By choosing the 
combination of peak and zero point pixels from the his-
togram, the secret data can be embedded into peak pixels 
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after shifting non-zero point pixels either by adding 1 or 
subtracting 1. Being inspired by Ni et al.’s idea, other re-
searchers conducted different preprocessing, to ensure the 
highest peak of the histogram is as high as possible. Wu et 
al. [20-21] designed a strategy that shifts the peak pixels of 
the histogram to emphasize the image contrast of the stego 
image so that better visual quality can remain. The PVO-
based RDH was proposed by Li et al. [22] in 2013. In their 
scheme, the data hiding process begins by dividing a cover 
image into predetermined non-overlapping blocks of equal 
size. Within each block, the pixels are sorted to determine 
the maximum and minimum values. Subsequently, the 
differences between the neighboring largest pixels and the 
neighboring smallest pixels are computed. This allows the 
second largest pixel to forecast the largest pixel, and sim-
ilarly, the second smallest pixel can forecast the smallest 
pixel. Following this principle, a prediction-error expan-
sion (PEE) method is devised to hide a single bit of secret 
data into the two largest or two smallest pixel pairs that 
can accommodate the embedding. The location map is con-
structed to handle the caused overflow and underflow after 
data hiding. Later, Qu et al. [23] focused on developing a 
predictor based on pixel value ordering. Their scheme tried 
to predict the pixel values within an image based on their 
ordering and successfully facilitated reversible embedding 
while maintaining high fidelity. Later, various improved 
PVOs were designed [24-26], such as the generalized di-
rectional PVO (DPVO) of Meikap et al.’s [24] or complex-
ity adaptive PVO [25].

In addition to the three RDH data hiding strategies 
mentioned above, scholars have begun focusing on interpo-
lation-based DRH since 2009. The first interpolation-based 
RDH was presented by Jung et al. [27]. They initially de-
veloped the neighboring mean interpolation (NMI) meth-
od, followed by the creation of a data concealment strategy 
to safeguard sensitive data while preserving the high visual 
fidelity of the steganographic image. Three years later, 
Lee et al. designed the image neighboring pixels (INP) 
method to improve Jung et al.’s scheme and enlarge the 
hiding capacity [28]. After that, numerous interpolation 
methods were proposed, such as enhanced NMI (ENMI) 
[29] and modified NMI (MNMI) [30]. Based on different 
interpolation methods, various interpolation-based RDH 
schemes were proposed [27-44]. For instance, in 2011, 
Hong et al. [42] crafted an RDH scheme relying on image 
interpolation and identifying smooth and complex regions 
within the cover images. To create a binary image that not 
only corresponds to the local image activity’s smooth and 
complex regions but also indicates the position of refer-
ence pixels, they introduced a reference pixel distribution 
mechanism (RPDM). With the reconstructed binary image, 
the interpolated image can then be generated while main-
taining better image quality of the interpolated image com-
paring with existing schemes. Later, 1-bit of secret data 
can be embedded into the interpolation error during data 
embedding.

In 2023, Zhang et al. [45] utilized circular predictor 
interpolation (CPI) to dynamically adjust the predictive ra-
dius, thereby enhancing prediction accuracy across various 
image textures during the generation of interpolated imag-

es. Within CPI, consideration is given to the distance be-
tween the predicted pixel and its reference pixel when de-
termining the corresponding weights for various reference 
pixels. Subsequently, during the data embedding phase, to 
maintain superior visual quality in steganographic images, 
particularly at low payload levels, they initially calculated 
and arranged the complexity of non-reference pixels in 
ascending order. This prioritized the concealment of secret 
data into pixels with lower complexity. Finally, secret data 
was embedded into predicted pixels by adjusting the dec-
imal value of the secret bits according to established data 
hiding rules. Experimental findings affirmed that Zhang et 
al.’s interpolation-based RDH scheme yielded a payload 
of approximately 620,000 bits while maintaining an im-
age quality of around 30 dB, surpassing Bai et al.’s [34] 
offering by 10,000 bits. In essence, Zhang et al.’s scheme 
outperformed other existing schemes [29, 34-35, 37-38] in 
terms of image quality at equivalent payload levels.

2  Proposed Scheme

Upon careful examination of Zhang et al.’s scheme and 
other existing interpolation technology (IT)-based RDH 
schemes, it is apparent that the primary objective of the in-
terpolation technique is to generate predicted pixels based 
on the corresponding reference pixels, intending to make 
the interpolated image closely resemble the original. As-
sessing the performance of an IT involves down-sampling 
an original image (OI) of size W×H to obtain a down-sam-
pled image of size W/2×H/2, followed by computing an 
interpolated image (II) of size W×H using interpolation 
methods such as NMI [31], among others. The aim is to 
minimize the Mean Squared Error (MSE) between the II 
and OI, thereby maximizing the image quality of II. In 
simpler terms, the better the interpolation technique per-
forms, the closer the image quality of the interpolated im-
age is to that of the original.

Given that current interpolation methods primarily rely 
on neighboring reference pixels for calculating predicted 
pixel values, the design core concept of these interpolation 
algorithms lies in determining the appropriate reference 
pixels and their corresponding weights. To simplify the 
optimization calculation of predicted pixels, making this 
IT-based RDH scheme more suitable for real-time applica-
tions, while also aiming to ensure that the generated inter-
polated image closely approximates the pixel values of the 
original image, in this paper, we propose a predicted pixels 
calculation method centered around reference pixels, using 
the concept of homogeneous expansion. The homogeneous 
expansion is different from the heterogeneous expansion, 
in the former, a predicted pixel only refers to a single ref-
erence pixel; and in the latter, a predicted pixel may refer 
to multiple reference pixels under specific circumstances, 
such as [45]. For ease of explanation, the proposed ho-
mogeneous expansion-based interpolation method will be 
referred to as HEI in the subsequent text and the detailed 
description will be given in Subsection 2.1. As for the data 
embedding, extraction and recovery will be presented in 
Subsections 2.2 and 2.3, respectively.



A High-capacity HE Interpolation-based Reversible Data Hiding Method using  Difference Interval-based Substitution   3

With our proposed HEI algorithm, the framework of 
HEI-based RDH scheme is presented in Figure 1.

Figure 1. Framework of our proposed HEI-based RDH 
scheme

As depicted in Figure 1, our proposed RDH scheme 
based on HEI is structured into two phases: data embed-
ding and data extraction. In the data embedding phase, 
the original image (OI) with dimensions W×H undergoes 
expansion into a cover image of size 2W×2H via our HEI 
algorithm. Subsequently, our devised difference inter-
val-based substitution method (DIS) is employed to embed 
secret data into predicted pixels within the cover image. 
This process yields the stego image, which can then be 
transmitted to the recipient. In the data extraction phase, 
the recipient down samples the received stego image and 
applies the HEI algorithm to expand it back into the re-ex-
panded cover image. Finally, DIS extraction is executed to 
retrieve the concealed secret data.

2.1 HEI Interpolation Method
The core concept of our proposed HEI algorithm is 

homogeneous expansion, which means each predicted 
pixel only has a single reference pixel marked in the gray 
cells as shown in Figure 2(a). An original image (OI) is 
divided into a non-overlapping block size of 2×2, and each 
2×2 block in OI is then expanded to an interpolation block 
with our HEI algorithm. Take a 2×2 OI for example, it is 
expanded to a 4×4 interpolation image which will serve 
as a cover image (CI) with our proposed HEI algorithm in 
our HEI-based RDH scheme. In other words, a 4×4 inter-
polation image contains 4 reference pixels (RPs) and 12 
interpolation pixels (IPs) as shown in Figure 2(b).

units, and each pixel located at the right-top position in 
a unit is defined as a reference pixel (RP) and is mapped to 
the corresponding original pixel in OI according to Eq. (1).

( ) ( )
( ) ( )
( ) ( )
( ) ( )

1, ,                
3, 1,           
1, 2 , 1      
3, 2 1, 1

CI x y OI i j
CI x y OI i j
CI x y OI i j
CI x y OI i j

 + =
 + = +
 + + = +
 + + = + +

, (1)

where i  and  j  are coordinates in OI ,  x and  y  are 
coordinates in CI. Refer to the equation specified in 
Eq. (2), CI(2,1)=OI(1,1)=10, CI(4,1)=OI(2,1)=16, 
CI(2,3)=OI(1,2)=25 and I(4,3)=OI(2,2)=118. The value 
of a reference pixel is scattered to three neighboring 
interpolation pixels, with three different weights. Three 
weights are computed according to 2L where L = logRP

2−1 
and RP indicates the reference pixel without considering 
the neighboring pixels in the OI. For example, in Figure 2, 
CI(2,1)=OI(1,1)=10 serves as the reference pixel RP=10 
and the L=log 2

RP=10 −1=2. Finally, three weights can be 
calculated as 0, 2, and 4 for three interpolation pixels 
located in CI(2,1), CI(1,2) and CI(2,2), respectively. 
After working with three predetermined weights, three 
interpolation pixels can be derived according to Eq. (2) 
when CI(x,y) serves as the reference pixel (RP).
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where x and y are coordinates in CI and L = logRP
2−1 

serves as the scattering weight of interpolation pixel for 
a given reference pixel in CI. Take CI(4,3)=OI(2,2)=118 
served as refence pixel RP=118 for another example. 
L = log 2

RP=118−1=5. Therefore, the three weights for the 
interpolation pixels located in CI(3,3), CI(3,4) and CI(4,4) 
becomes 8, 16, and 32, respectively. After working with 
three predetermined weights, three interpolation pixels can 
be derived according to Eq. (2). CI(3,3)=118−25−2=110, 
CI(3,4) 118−25−1=102 and CI(4,4) 118−25=86. By 
employing Eqs. (1) and (2), finally, the interpolation 
image also called cover image (CI) in our HEI-based RDH 
scheme is obtained.

However, the interpolation equation defined in Eq. 
(2) may cause underflow or overflow when the values of 
RP are either close to 0 or 255. To prevent underflow or 
overflow from being occurred during the interpolation 
procedure. Four additional cases in which Eq. (2) can not 
be applied to generate interpolation pixels (IPs) are listed 
below:

Case 1. If RP = 0, Eq. (2) is redefined as Eq. (3).

( ) ( )
( ) ( )
( ) ( )
( ) ( )

1

2

3

, ,           
1, ,      
1, 1 ,

, 1 ,     

CI x y CI x y RP
CI x y CI x y TH
CI x y CI x y TH
CI x y CI x y TH

 = =
 − = −
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 − = −

, (3)

 
where TH1, TH2 and TH3 are set as 0, 0, and 1, respectively.
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Case 2. If 0 < RP ≤ 4, Eq. (2) is redefined as Eq. (4).

( ) ( )
( ) ( )
( ) ( )
( ) ( )

1

2

3

, ,           
1, ,      
1, 1 ,

, 1 ,     

CI x y CI x y RP
CI x y CI x y TH
CI x y CI x y TH
CI x y CI x y TH

 = =
 − = −
 − − = −
 − = −

, (4)

where TH1, TH2 and TH3 are three distinct values of {0, 1, 
2}, respectively. 

Case 3. If 4 < RP ≤ 8, Eq. (2) is redefined as Eq. (5).
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, (5)

where TH1, TH2 and TH3 are three minimal values of {0, 21, 
22}, respectively. 

Case 4. If 64 < RP , Eq. (2) is redefined as Eq. (6).
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,  (6)

where TH1, TH2 and TH are three distinct values of {4, 8, 
16}, respectively. From the four aforementioned special 
cases, it’s evident that Eq. (2) exclusively governs the 
generation of interpolation pixels when the condition 
8<RP≤64 holds true.

2.2 Data Embedding
Once the interpolation image is obtained based on our 

proposed HEI algorithm, the interpolation image becomes 

 

Figure 2. Example of image interpolation with our proposed HEI algorithm
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a cover image (CI) in our HEI-based RDH scheme. To 
guarantee the reversibility of the OI, all reference pixels in 
CI remain unchanged during data embedding. The secret 
data only are concealed in the interpolation pixels in the 
CI.

In order to augment the concealment capacity while 
preserving the image quality of the stego image, we have 
developed a method named Difference Interval-based 
Substitution (DIS) for embedding secret data. Below, we 
outline the detailed steps for embedding using DIS:

Algorithm. Data embedding
Input: Cover image CI and secret data SD.
Output: Stego image SI.
Step 1. Divide CI into 4×4 non-overlapping blocks.
Step 2. For a 4×4 sized block, read pixels from the left-

top to the right-bottom with Zig-Zag scan.
Step 3. If the current pixel is a reference pixel RP, output 

it and move to the next pixel.
Step 4. If the current pixel is an interpolation pixel IPl , 

where l is the label of IP and ranged between 1 
and 12 for a block size of 4×4 as shown in Figure 
2(b), check if it is larger than 249. If it is, set nl = 
0 and go to Step 8. If it is not, calculate its total 
difference 1

n
l k l kD IP RP== Σ −  where l is the 

label of IP and k is the number of its neighboring 
RP for the given IPl.

Step 5. Compute the upper bound n0 = 
0

2log
D

k
 
    of the 

hiding bits for the given IPl , where l is the label 
of IP and D0 = |IPl−RPl0|. It is noted that for IPl 
may have k neighboring RPs surrounding it but 
one and only one RP is used to generate the 
value of IPl and such RP is denoted as IPl0.

Step 6. Compute the amount of the hiding bits nl = 

2log
lD

k
 
    for the given IPl where l is the label of 

IP and ranged between 1 and 12 for a block size 
of 4×4.

Step 7. If nl is larger than n0 , then only read no secret bits 
from SD.

Step 8. Convert the read no secret bits into the decimal 
value denoted as Ml , where l is the label of IP 
and ranged between 1 and 12 for a block size of 
4×4.

Step 9. Compute the stego IP'l =IPl +Ml and output the 
stego IP'l , where l is the label of IP and ranged 
between 1 and 12 for a block size of 4×4.

Step 10. Check if the current IP is the last pixel within the 
current block. If it is, go to Step 12. Otherwise, 
move to the next pixel and go to Step 11.

Step 11. Repeat Steps 2 to 10 until all pixels have been 
proceeded in the current block size of 4×4.

Step 12. Check if the current block is the last block in CI. 
If it is not, move to the next block and go to Step 
2. Otherwise, go to Step 12.

Step 13. Collect all outputted stego IPs and finally form a 
stego image SI.

It is noted that in the 4×4 non-overlapping blocks in 
CI, there are four reference pixels marked with red frames 
and 12 interpolation pixels as shown in Figure 2. Only 12 
interpolation pixels generated with our HEI algorithm are 
used in our DIS hiding algorithm. Once our DIS hiding 
is completed and the stego image SI is obtained, the data 
owner sends the generated stego image to the recipient via 
the Internet to share the hidden secret data with the recipi-
ent.

2.3 Data Extraction and Recovery
Upon receiving the steganographic image, the recipient 

can first restore the OI using the following steps. Subse-
quently, they can employ the data extraction algorithm to 
retrieve the concealed SD.

Algorithm. Recovery of the original image
Input: Stego image SI
Output: Original image OI'
Step 1. Divide SI into 4×4 non-overlapping blocks.
Step 2. For a 4×4 sized block, read pixels from the left-

top to the right-bottom with Zig-Zag scan.
Step 3. Divide each 4×4 sized block into 4 non-

overlapping 2×2 sized units and only output the 
pixel located at the right-top position from a 2×2 
sized unit.

Step 4. Repeat Step 3 until all 2×2 sized units have been 
proceeded.

Step 5. Repeat Steps 2 to 4 until all 4×4 sized blocks 
have been proceeded.

Step 6. Collect all outputted pixels and form the restored 
orginal image OI'.

 
Once the original image OI’s is restored with the re-

covery of the original image algorithm, the hidden secret 
data can be extracted according to the following steps:

Algorithm. Data extraction
Input: Stego image SI, restored original image OI' 
Output: Secret data SD
Step 1. Conduct HEI Interpolation method described in 

Subsection 2.1 on the restored original image OI' 
and then generate the reconstructed cover image 
CI'.

Step 2. Divide the reconstructed cover image CI’s into 
non-overlapping 4×4 sized blocks.

Step 3. Divide the stego image SI into non-overlapping 
4×4 sized blocks.

Step 4. Read the stego interpolation pixel IP'l with Zig-
Zag scan from a 4×4 sized block of the SI where 
l is the label of IP' and ranged between 1 and 12 
for a block size of 4×4.

Step 5. For the stego interpolation pixel IP'l , check if  
IP'l is larger than 249. If it is, set nl = 0 and go to 
Step 9. If it is not, calculate its total difference Dl 
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= 1
n
k l kIP RP= ′Σ −  where l is the label of IP'l and k 

is the number of its neighboring RP for the given 
IPl .

Step 6. Compute the upper bound n0 = 
0

2log
D

k
 
    of the 

hiding bits for the given IP'l where l is the label 
of IP' and D0 = |IP'l −RP'l0|. It is noted that for 
IP'l may have k neighboring RPs surrounding it 
but one and only one RP is used to generate the 
value of IP'l and such RP' is denoted as IP'l0.

Step 7. Compute the upper bound n0 = 0

2log
D

k
 
    of the 

hiding bits for the given IP'l where l is the label 
of IP' and D0 = |IP'l − RP'l0|. It is noted that for 
IP'l may have k neighboring RPs surrounding it 
but one and only one RP is used to generate the 
value of IP'l and such RP' is denoted as IP'l0.

Step 8. Compute the amount of the hiding bits nl = 

2log
lD

k
 
    for the given IP'l  where l is the label of 

IP' and ranged between 1 and 12 for a block size 
of 4×4.

Step 9. If nl is larger than n0 , then only no secret bits 
have been concealed in the current IP'l .

Step 10. Read the reconstructed interpolation pixel IP''l 
with Zig-Zag scan from 4×4 sized block of the 
reconstructed cover image CI' where l is the 
label of IP'' and ranged between 1 and 12 for a 
block size of 4×4.

Step 11. Compute the hidden secret message Mꞌl =IPꞌl −
IPꞌꞌl where l is ranged between 1 and 12.

Step 12. Convert the extracted secret message M'l into the 
binary format according to the number of nl and 
output the binary bitstream.

Step 13. Repeat Steps 4 to 11 until all non-overlapping 
4×4 sized blocks of the SI and CI' have been 
proceeded, respectively.

Step 14. Collet all outputted binary streams to obtain the 
extracted secret data SD.

2.4 Example of Data Embedding and Extraction
In this subsection, we elucidate our proposed strategy 

for concealing data, extracting it, and subsequently recov-
ering it. To illustrate our reversible data hiding scheme, we 
employ a straightforward example, building upon the 2×2 
image block introduced in our previous HEI interpolation 
example (Figure 3).

Figure 3. Example of DIS data hiding
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Here, we assume an original image (OI) is depicted in 
Figure 3(a), consisting of four pixel values: 10, 16, 25, and 
118. Moreover, we consider the secret data (SD) represent-
ed as (1 01 0 00 1 01 000 11 001 0101)₂. Utilizing the 4×4 
cover image (CI) illustrated in Figure 3(b), we can gener-
ate the stego image (SI), as displayed in Figure 3(c).

Let’s consider the case of RP=118 as an example. 
With our proposed HEI algorithm, its three interpolated 
pixels (IPs) are derived as 114, 110, and 102, respective-
ly. Following the generation of these IPs, the DIS-hiding 
algorithm is executed. Taking IP11=110 as an instance, 
it has two neighboring reference pixels (RPs), namely 
RP3=25 and RP4=118. Thus, the difference D11 = |IP11−
RP3| + |IP11−RP4| = |110−25| + |110−118| = 93 and the 
average difference is D11/2 = 46.5. Consequently, the num-
ber of hiding bits for IP11, denoted as n11, is computed as 
n11 = 11 2 46

2 2log log 5D   = =   . For IP11=110, its original 
RP is RP4 and D0 = |IP11−RP110| = |110−118| = 8. Thus, 
n110= 8

2log    = 3. In essence, only 3 secret bits (001)2 are 

extracted from SD and converted into a decimal value 
(1)10=(001)2 to generate the stego IP as =110+1=(111)10 .

Following similar operations, the stego image (SI) can 
finally be obtained. Regarding our data extraction and re-
covery process, it is rather straightforward. Figure 4 shows 
the example. Initially, the reconstructed original image (OIꞌ) 
can be restored by gathering the reference pixels from the 
received stego image (SI). Once OIꞌ is reconstructed, the 
HEI interpolation algorithm is reapplied to generate a cov-
er image (CIꞌ) devoid of any embedded secret data.

By calculating the difference between each stego IPꞌ 
and its corresponding reconstructed IPꞌꞌ, and then convert-
ing this difference into a binary stream whose length is 
determined by n derived from each stego IPꞌ, the process 
proceeds. For instance, considering IPꞌꞌ11= 111, IPꞌꞌ11= 11, 
the difference between them is D11= |IPꞌ11−IPꞌꞌ11|. Follow-
ing Steps 5-8 in the data extraction procedure, it becomes 
evident that n11 = 5 is greater than or equal to n110 = 3. This 
implies that even though D11= |111−110|=1, it still needs to 
be converted into 3-bits secret data representation, such as 
(001)2, for the extracted secret data.

Figure 4. Example of DIS data extraction

3  Experimental Analysis and Discus-
sions

In Section 3, we showcase the effectiveness and resil-
ience of our approach through comprehensive evaluations. 

We utilized a randomly selected set of 1000 images from 
BOSSbase [46] as our test dataset. The implementation of 
our method was carried out using MATLAB R2022b on 
a Windows 10 laptop, equipped with an Intel i5-8300H 
2.3GHz CPU, a 2GB GeForce GTX 1050 GPU with 
VRAM, and 8GB of RAM.
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In our HEI-based reversible data hiding (RDH) 
scheme, aiming to maintain competitive visual quality 
in stego images while augmenting hiding capacity, we 
initially devised a novel interpolation algorithm termed 
HEI. Subsequently, we developed a data hiding technique 
named DIS to embed secret data into the cover image pro-
duced by HEI. Hence, three experiments were conducted. 
Firstly, we evaluated the visual quality of our HEI algo-
rithm. Secondly, we assessed the maximum hiding capaci-
ty and its associated image quality achievable through the 
integration of our HEI and DIS algorithms. Finally, in the 
third experiment, we compared our proposed scheme with 
existing interpolation-based RDH schemes [28, 32-35, 45].

To ensure impartial evaluation, we employed two 
distinct datasets across our experiments. The first dataset 
comprised eight general grayscale images, each sized as 
512x512, including Lena, Goldhill, Baboon, Boat, Man, 
Elaine, Peppers, and Couple, as depicted in Figure 5. The 
second dataset encompassed 1000 images randomly se-
lected from BOSSbase [46], validating the overall perfor-
mance of our proposed scheme in terms of hiding capacity 
and visual quality. Figure 6 illustrates eight images chosen 
from the 1000 BOSS test images.

Figure 5. Eight 512×512 grayscale test image

Figure 6. Eight random images selected from the BOSS-
base

The assessment of a reversible data hiding (RDH) 
scheme involves two primary analyses: imperceptibility 
analysis and hiding capacity evaluation. These analyses are 
tailored to assess the performance of our proposed scheme 
in terms of both the visual quality of stego images and the 
maximum amount of concealed secret data. Peak Signal-to-
Noise Ratio (PSNR), defined in Eqs. (7) and (8), serves as 
the primary metric for evaluating imperceptibility. PSNR 

acts as an indicator of the visual fidelity of the stego image 
compared to the original cover image. Typically, a PSNR 
exceeding 30 dB suggests that the differences between the 
cover image and its stego counterpart are imperceptible to 
the human visual system.

2

10
25510 log ,PSNR
MSE

= × (7)

( )2

1 1

1 ,W H
ij iji j

MSE CI SI
W H = =

= −
× ∑ ∑ (8)

where CI and SI represent the cover image and stego 
image, respectively, H denotes the height and W denotes 
the width of the image, respectively.

Besides PSNR, there are three measurements also used 
to evaluate the similarity between the stego image and the 
original image: Structural Similarity Index (SSIM),  Mean 
Absolute Error (MAE), and Normalized Cross-Correlation 
(NCC). Four measurements are defined in the following 
paragraphs. Structural Similarity Index (SSIM) is the com-
monly used metric used to evaluate the similarity between 
the stego image and the original image. As depicted in Eq. 
(9), the SSIM algorithm meticulously evaluates likeness 
and divergence by independently evaluating luminance, 
contrast, and structure among two images, x and y.

 
( )( )

( )( )
1 2

2 2 2 2
1 2

2 2
( , ) ,x y x y

x y x y

C C
SSIM x y

C C

µ µ σ

µ µ σ σ

+ +
=

+ + + +
(9)

These components are then harmoniously combined 
using weighted products. Here, μx and μy correspond to 
the average luminance, σx and σy indicate the luminance’s 
standard deviation, and σxy represents the covariance be-
tween images x and y. Furthermore, C serves as a constant 
to maintain stability. SSIM is ranged between 0 and 1. A 
higher SSIM value indicates a higher similarity between 
the two images. Conversely, the lower the SSIM value is, 
the less similar the two images are.

Mean Absolute Error (MAE), as defined in Eq. (10), 
calculates using absolute values, enhancing its intuitive-
ness and reducing sensitivity to outliers, thereby contrib-
uting to a more robust computation. The specific range of 
MAE may vary depending on factors such as image char-
acteristics and the level of similarity under consideration. 
However, in general, a low MAE indicates a high degree 
of similarity between the images. Normalized Cross-Cor-
relation (NCC), defined in Eq. (11), offers computational 
flexibility as it remains unaffected by brightness and can 
accommodate various shapes and sizes, making it more 
adaptable compared to other metrics. NCC values range 
between -1 and 1, with an NCC value close to 1 indicating 
a higher degree of similarity between the two images.

1 1

1 .W H
ij iji j

MAE CI SI
W H = =

= −
× ∑ ∑ . (10)
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3.1 Experimental Results of Different Interpolation 
Methods
In order to enhance the adaptability of our proposed in-

terpolation algorithm for real-time applications and allow 
sufficient space for embedding secret data while preserving 
comparable visual quality in the interpolated image, we re-
strict the interpolation pixel generation to referencing only 
one reference pixel. Within our Homogeneous Expansion 
Interpolation (HEI) algorithm, each interpolation pixel is 
exclusively tied to a single reference pixel (RP), ensuring 
a consistent correlation between the generated interpola-
tion pixels and their reference counterparts. Moreover, it 
remains unaffected by surrounding reference pixels. Essen-
tially, even if there are few outlines present, the interpola-
tion pixels remain largely unaffected. These characteristics 
are evident in the visual quality comparison between our 
HEI algorithm and five existing interpolation algorithms: 
NMI [27], INP [28], ENMI [29], MNMI [30], and CPI [45].

Table 1. Performance comparisons of PSNRs (dB) for 
interpolation

Images NMI INP ENMI MNMI CPI Proposed
Lena 31.81 30.70 33.44 31.98 32.84 28.89
Baboon 22.23 21.72 22.67 22.43 22.96 28.92
Goldhill 29.84 29.10 30.68 29.94 30.49 28.95
Boat 28.16 27.39 29.15 28.27 28.82 29.08
Elaine 30.99 30.34 31.80 31.62 31.75 28.89
Man 28.27 27.33 29.43 28.26 28.94 30.37
Peppers 29.88 28.82 31.48 30.48 31.31 29.19
Couple 25.67 25.03 26.56 26.06 26.93 29.05
Average 28.36 27.55 29.40 28.63 29.26 29.17

Considering the PSNR values provided in Table 1, 
let’s use ENMI as an example. Its highest PSNR reaches 
33.44 dB, while its lowest is 22.67 dB. In contrast, our 
proposed HEI exhibits an average PSNR of 29.17 dB, 
closely resembling that of ENMI (29.40 dB) and CPI (29.26 
dB), respectively. Notably, our HEI consistently sustains 
near-average image quality across various image types and 
excels beyond other interpolation algorithms, particularly 
in challenging scenarios where they commonly falter.

Specifically, when evaluating the image quality of 
other methods across three images—Baboon, Man, and 
Couple—the performance notably falls below the respec-
tive method’s average level. For instance, ENMI achieves 
PSNR values of 22.67 dB, 29.43 dB, and 26.57 dB in 
Baboon, Man, and Couple, respectively. In contrast, our 
HEI method surpasses ENMI by 6 dB, 0.9 dB, and 3 dB in 
Baboon, Man, and Couple, respectively. Additionally, our 
HEI algorithm’s computational complexity is reduced due 
to its utilization of only a single reference pixel to generate 
the interpolation pixel, distinguishing it from other existing 
interpolation algorithms.

3.2 Experimental Results of Our HEI-based  RDH 
Scheme
In Figure 7, it is evident that even with a hiding capac-

ity of up to 1,000,000 bits, the image quality of the seven 
test images, with the exception of Man, remains consistent-
ly above 34 dB. Conversely, when the hiding capacity is 
limited to 70,000 bits, the image quality of all eight images 
falls within the range of 34 dB to 38 dB.

Figure 7. PSNRs of the eight test grayscale images under 
ten different sizes of the secret data

Figure 8. The SI with different embedding capacity

To demonstrate that our DIS-hiding method preserves 
the textures in a cover image, Figure 8 displays the stego 
image alongside magnified views of a section of the image 
texture area at three distinct hiding capacities. It is evident 
that despite an increase in the number of concealed secret 
bits, the selected and enlarged image texture area retains a 
commendable level of visual quality, as depicted in Figure 
8(3a) and Figure 8(3b).

Finally, the detailed discussions of our proposed 
scheme on visual quality (PSNR, MAE, NCC, SSIM) 
and hiding capacity (ER, capacity, efficiency) with eight 
general test images are listed in Table 2. From Table 2, we 
can see the average ER is around 2 bpp while maintaining 
the average image quality of the stego image as 32.00 dB. 
Even the average hiding capacity is up to 2,130,723 bits, 
the NCC is 0.99 and SSIM is also 0.85. The NCC value 
of 0.99 indicates a strong similarity between the intensity 
patterns of the interpolation image and stego image. It also 
means that the pixel values in corresponding locations 
across the images are highly correlated. In other words, the 
images have similar brightness and contrast characteristics. 
As for the SSIM value of 0.85 when the average hiding 
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capacity is up to 2,130,723 bits, it indicates even though 
the intensity patterns of the interpolation image and stego 
image are highly correlated, there might be differences in 
the finer details, such as textures, sharpness or visual fine 
features of these two images that affect their SSIM value. 
However, the SSIM is up to 0.9 when the hiding capacity 
is the same as that of Zhang et al. [45] shown in Table 4. 
Efficiency denotes the ratio of payload to the size of the 
steganographic image in bits. Conversely, ER (Embedding 
Rate) is the ratio of payload bits to the number of pixels 
in the stego image. Both metrics serve to assess the 
effectiveness of data hiding methods. Greater efficiency or 
a higher ER signifies superior hiding performance of the 
proposed data method.

To demonstrate the resilience of our proposed scheme 
across diverse data hiding scenarios and considerations of 

visual quality, we present experimental findings on hid-
ing capacity, image quality, and SSIM for 1000 randomly 
selected test images from the BOSS dataset [46] in Table 
3. The table reveals an average hiding capacity of approx-
imately 1,855,390 bits, accompanied by an average PSNR 
of 30.56 dB and an average SSIM of 0.79. Table 3 shows 
that even with the highest capacity of 2,243,409 bits, the 
SSIM value remains at 0.42 when tested against 1000 ran-
domly selected images from the BOSS dataset [46]. This 
outcome can be attributed to the test set’s diverse nature, 
encompassing a wide range of images from the BOSS 
database. By combining the experimental data outlined in 
Table 2 and Table 3, we can affirm the overall effectiveness 
of our proposed DIS-data hiding strategy in terms of both 
data concealment and image fidelity.

Table 2. Performance comparison for data embedding capacity (bits), PSNR (dB), ER (bpp), MAE, NCC, efficiency, SSIM

Images PSNR Capacity ER MAE NCC Efficiency SSIM
Lena 30.68 2,166,021 2.07 4.69 0.99 0.26 0.80
Baboon 32.06 2,217,582 2.11 3.98 0.99 0.26 0.92
Goldhill 30.76 2,153,115 2.05 4.66 0.99 0.26 0.82
Boat 31.65 2,129,638 2.03 4.22 0.99 0.25 0.86
Elaine 32.21 2,177,164 2.08 3.97 0.99 0.26 0.85
Man 31.28 1,699,064 1.62 4.14 0.99 0.20 0.87
Peppers 35.50 2,077,051 1.98 4.17 0.99 0.25 0.83
Couple 31.83 2,140,723 2.04 4.12 0.99 0.25 0.86
Average 32.00 2,095,045 2.00 4.24 0.99 0.25 0.85

Table 3. Performance comparison of 1000 random images 
from BOSS based on hiding capacity (bits), PSNR (dB), 
and SSIM

Metrics Embedding capacity PSNR SSIM
Max 2,243,409 25.29 0.42
Min 428,485 38.95 0.95

Average 1,855,390 30.56 0.79

3.3 Experimental Results of Different RDH Schemes
To showcase the superior performance of our HEI-

based RDH scheme compared to existing methods, we 
select six representative IT-based RDH schemes. Table 4 
presents a performance comparison between these six ex-
isting representative methods and ours.

In Table 4, Zhang et al. [45] demonstrated superior 
performance in terms of payload and visual quality of 
stego images compared to the other five existing schemes. 
Furthermore, our HEI-based RDH achieved an average 
payload of 2,095,044 bits, nearly three times higher than 
Zhang et al. (642,715 bits) [45], while maintaining an av-
erage PSNR of 31.54 dB, comparable to Zhang et al. (31.13 
dB) [45]. When the hiding capacity is fixed to match that 
of Zhang et al. [45], our method exhibits an average PSNR 
6 dB higher than that of Zhang et al.

4  Conclusions

In this paper, we introduce the HEI algorithm, which 
produces an interpolation image while preserving the in-
tegrity of reference pixels with outlier values, thus ensur-
ing stable image quality. Leveraging the stability of the in-
terpolation image generated by HEI, we develop a dynamic 
DIS hiding strategy for our HEI-based RDH scheme.

Unlike the HEI algorithm, the DIS hiding strategy 
considers neighboring reference pixels when determining 
the amount of secret data to hide for a given interpolation 
pixel. This approach prevents overflow by considering the 
disparity between the interpolation pixel and its original 
reference pixel. Experimental findings confirm that our 
proposed scheme, integrating the HEI algorithm and DIS 
hiding strategy, achieves three times the hiding capacity of 
Zhang et al. [45] under the highest payload scenario while 
maintaining acceptable image quality. When constrained to 
the same payload as Zhang et al. [45], our scheme delivers 
an average image quality 6 dB higher.

Despite offering competitive hiding capacity, our meth-
od exhibits relatively lower computational complexity for 
both interpolation image generation and data embedding 
operations compared to existing schemes. Consequently, 
our HEI-based RDH is well-suited for real-time applica-
tions. Moving forward, we aim to enhance the usability of 
received stego images by exploring methods for embed-
ding authentication codes during data embedding.



A High-capacity HE Interpolation-based Reversible Data Hiding Method using  Difference Interval-based Substitution   11

Table 4. comparison for data embedding capacity (bits) and PSNR (dB) with seven methods
Images Metrics Lee et al. 

[28]
Xiong et al. 
[32]

Hassan et al. 
[33]

Chen et al. 
[34]

Bai et al. 
[35]

Zhang et al. 
[45]

Proposed 
method with 
the same 
payload as 
[45])  

Proposed 
method

Lena Capacity 345,446 319,712 385,680 305,644 585,225 622,812 622,812 2,166,021
PSNR 29.53 33.00 29.68 34.87 29.94 34.36 37.11 30.68
SSIM 0.87 0.91 0.87 0.94 0.84 0.92 0.94 0.80

Baboon Capacity 616,981 514,112 679,982 561,306 585,225 721,443 721,443 2,217,582
PSNR 21.18 22.53 21.27 24.09 22.03 24.84 36.13 32.06
SSIM 0.65 0.71 0.64 0.81 0.64 0.82 0.98 0.92

Goldhill Capacity 408,008 358,862 469,598 369,792 585,225 629,495 629,495 2,153,115
PSNR 28.26 30.46 28.34 32.24 28.49 32.34 38.45 30.76
SSIM 0.80 0.85 0.79 0.90 0.83 0.90 0.96 0.82

Boat Capacity 412,668 368,284 474,606 377,764 585,225 643,888 643,888 2,129,638
PSNR 26.49 28.86 26.40 32.24 26.88 30.93 38.43 31.65
SSIM 0.79 0.84 0.79 0.88 0.77 0.90 0.96 0.858

Elaine Capacity 383,043 338,430 443,813 355,971 585,225 612,120 612,120 2,177,164
PSNR 29.76 31.59 29.89 32.88 30.00 33.69 37.97 32.21
SSIM 0.75 0.77 0.76 0.83 0.73 0.87 0.96 0.85

Man Capacity 438,344 387,266 494,530 394,606 585,225 655,050 655,050 1,699,064
PSNR 26.16 29.17 26.10 31.32 26.70 30.88 34.91 31.28
SSIM 0.81 0.88 0.81 0.92 0.79 0.91 0.94 0.872

Peppers Capacity 347,610 313,117 390,295 307,957 585,225 621,170 621,170 2,077,051
PSNR 28.63 31.14 28.08 33.36 28.56 33.40 38.38 31.83
SSIM 0.83 0.87 0.84 0.90 0.81 0.91 0.96 0.83

Couple Capacity 375,348 347,097 432,475 338,031 585,225 635,743 635,743 2,140,723
PSNR 25.46 26.42 25.05 28.05 25.34 28.57 38.80 31.83
SSIM 0.82 0.87 0.82 0.91 0.79 0.91 0.96 0.86
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