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Abstract

To minimize damage from cyberattacks, it is important 
to collect and analyze various types of threat information 
prior to inferring the attacker’s intent.

The intensity and persistence of a cyberattack are often 
driven by attacker’s motive; understanding this motive 
enables a more efficient response, helps narrow down 
potential attackers, and supports proactive defense. 

This study explores methods for classifying attack 
groups and inferring their intentions by measuring the 
similarity of Indicators of Compromise (IoCs) and Tactics, 
Techniques, and Procedures (TTPs) based on attackers’ 
characteristics, resources used, attack techniques, and 
socio-economic damage analysis.

This study identifies the strengths, weaknesses, and 
limitations of existing attack group classification methods, 
derives core elements for analyzing attack intent, and 
proposes a combined approach that integrates IoC and 
TTP similarity-based comparison with damage analysis 
methods. This approach enables the inference of attack 
intent even in the early stages of a cyberattack. 

We present a method for inferring attackers and their 
intent by analyzing targets and observed attack damage 
during the early to middle stages of an attack. 

Keywords: CTI, IoC, TTPs, Cyberattack groupings, 
Cyberattack intent

1  Introduction

The internet provides anonymity and secrecy, enabling 
attackers to reach their targets. 

Unlike individual hackers of the past who acted 
to showcase their abilities, today’s attackers are more 
organized, with a significant increase in state-sponsored 
hacking group activity [1]. 

The 2020 SolarWinds hacking incident serves as a 
prime example. A hacking group known as “Cozy Bear,” 
believed to be linked to Russia, inserted malicious code 
into the update process of SolarWinds, an IT monitoring 
software, allowing them to infiltrate over 18,000 
organizations, including the U.S. government agencies, 
major corporations, and research institutions. This attack 

was not merely cybercrime but represented a form of 
cyber warfare driven by geopolitical tensions and political 
motives. Cyberattacks can be categorized by various 
actors, including state-sponsored cyber warriors engaged 
in cyber warfare, individuals or organizations motivated by 
financial gain, hacktivists expressing political grievances, 
and terrorists aiming to instill public anxiety [2-5]. 

Cyberattack groups operate with varying purposes; 
therefore, proactive response requires rapidly inferring 
both the responsible group and their intent.

Understanding an attacker’s intent enables proactive 
responses and informed strategic decision-making.

In the early stages, the focus was on analyzing hacking 
techniques to detect and block cyberattacks, rather than 
identifying attack groups and their intentions. This led to 
the development of signature-based detection methods [6-
11]. 

Signature-based detection methods rely on values 
including resources used in attacks (e.g., IP addresses, 
domains, URLs), hash values of malicious code, and 
specific code strings. These attributes are treated as 
characteristics of attackers or attack groups and are used to 
classify attacks from the same source by comparing them 
with past incidents.

 Values such as IP addresses and domain used in this 
context are referred to as indicators of compromise (IoC) 
[12] and continue to be utilized for identifying attackers or 
attack groups.

IoC analysis employs case-based reasoning (CBR), 
a traditional investigative technique that predicts the 
outcomes of new cases by referencing past incidents.

Case-based reasoning relies on a similarity metric to 
measure the degree of resemblance between past cases and 
current cases [13-14].

Researchers have studied methods for identifying 
the same attacker or attack group by analyzing reused 
attack resources or measuring similarity. Additionally, 
many studies have focused on comparing other IoCs, such 
as hash values of malicious code, types of APIs used, 
programming languages, and development environments, 
to attribute attacks to specific actors. 

However, advances in IP technologies and development 
environments have enabled attackers to intentionally 
mislead or conceal IoC values, hindering the identification 
of attackers or groups. 

With the recent emergence of Advanced Persistent 
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Threat (APT) [15] attacks, carried out covertly and 
continuously, attackers and groups are increasingly using 
anti-forensic techniques to deliberately deceive analysts, 
making attacker classification more challenging [16]. 

To counter APT attacks, frameworks such as the cyber 
kill chain and Tactics, Techniques, and Procedures (TTPs) 
have been developed to identify the stages of cyberattacks, 
the technologies and procedures used at each stage, and the 
associated tactical objectives [17]. 

According to the Pyramid of Pain [18], altering 
or deceiving TTPs is more costly for attackers than 
manipulating or concealing IoCs, making TTPs more 
difficult to change. Ultimately, understanding attack intent 
allows decision makers to establish effective response 
strategies based on high-level cyber threat Intelligence 
(CTI) [19]. Therefore, accurately identifying the attack 
intent of cyber-attackers or groups enables efficient 
responses and facilitates proactive defense by enabling 
attack prediction.

However,  wi th  advancements  in  information 
technology (IT) environments, attack techniques and 
tools have become more standardized, and attackers are 
increasingly using automatically generated malware, 
making it difficult to distinguish unique characteristics. 
Consequently, research has shifted toward comprehensive 
analysis to extract correlations and identify attack intent, 
rather than responding to each attack individually [20]. 

CTI has emerged as a key technology for collecting 
large volumes of cyber threat information, performing 
correlation analysis, and supporting strategic decision-
making by understanding insights into the intent and 
significance behind attacks [21-23].

CTI analysis  typical ly  focuses  on technical , 
operational, and tactical levels; however, addressing 
strategic CTI requires the ability to infer attack intent. To 
this end, research has explored methods such as analyzing 
socioeconomic damage to better understand attacker’s 
objectives [24]. 

In this study, we compared and analyzed existing 
methods for classifying attackers and groups, conducted 
the strength and weaknesses of each method, identified 
their limitations, and proposed a new method for inferring 
attack intent. 

The remainder of this paper is organized as follows: 
Section 2 derives the advantages, disadvantages, and 
limitations of existing attack group classification methods, 
CTI analysis, and threat intelligence sharing approaches.

Section 3 presents a new framework for inferring attack 
intent during the early and middle stages of a cyberattack, 
building on the strengths and limitations identified in 
Section 2. Section 4 discusses the study’s limitations and 
concludes with directions for future research.

2  Related Works

2.1 Attack Group Classification Method
In the past, proactive responses to cyber-attacks 

primarily focused on identifying attackers or attack groups, 
rather than analyzing their underlying intentions. 

A review of existing research on cyber-attack group 
identification categorizes these efforts into six perspectives:

(1) Attacker Features: Classifying attackers based on 
personal characteristics

(2) Resource: Identifying attack groups through 
similarities in attack resources (e.g., IP addresses, URLs, 
domains) used by attackers.

(3) Techniques: Classifying attackers based on 
similarities in attack techniques, such as malware API 
usage patterns and frequently used keywords). 

(4) TTPs: Grouping attackers by the similarity of TTPs 
used to reach their targets.

(5) Harm: Assessing classification based on the impact 
of cyberattacks, including financial loss, information theft, 
or system disruption.

(6) Attack Intent: Identifying the underlying intent 
behind a cyberattack can help infer the responsible attack 
group.

The classification methods mentioned above will be 
discussed in detail in the following chapter.

2.2 Attacker Features
In 2014,  Kapetanakis  proposed a method for 

characterizing attackers using eight attributes, including 
“technology” and “gender” [13]. This study utilizes 
attacker profiling techniques, considered a subset of CBR, 
to identify characteristics of attackers involved in security 
incidents. As shown in Table 1, the eight observable 
characteristics are technical proficiency, risk avoidance, 
educational background, gender, predefined objectives, 
speed, errors, and forensic prevention measures.

Table 1. Attacker features and observability
Feature Observable

Skill No
Education No

Risk No
Gender No
Goal No
Speed Yes

Mistakes Yes
Anti-forensics Yes

In this study, three attacker characteristics— such as 
speed, were observable from the defender’s perspective, 
while the remaining five— such as technical skill, 
were difficult to determine through direct observation. 
Therefore, our research focused on identifying attackers 
using only observable characteristics. 

2.3 Resources used in the Attack
This study infers attack groups by classifying them 

based on the similarity of attack resources, (such as IP 
addresses, URLs, domains) used during cyberattacks, as 
part of an IoC-based analysis [25].

Figure 1 shows how IoC-based analysis extracts IoCs 
from cyberattacks and compares them with previously 
analyzed attacker profiles and open-source Intelligence 
(OSINT) [26] data to identify attackers or groups.
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Figure 1. Overview of IoC-based cyber-attack groupings

In 2015, the Cyber Security Research Team at the 
Korea Internet & Security Agency (KISA) [27] proposed 
that identifying similarities in domains used during 
attacks can help attribute incidents to the same attacker 
or attack group, thereby enabling proactive responses to 
cyberterrorism conducted by groups with shared objectives 
[25]. 

2.4 Attack Techniques
As described in Section 2.3, IoC-based analysis 

methods examine malware to extract API usage patterns 
and frequently used phrases for identifying attackers or 
groups. In a 2015 study by KISA, similar approaches were 
applied to classify the attackers or groups. However, a 
2014 study by Kim Wan-ju et al. identified attack groups 
by integrating OSINT with multiple digital clues, including 
EML files, attachments, and malware, used in attacks. They 
proposed a framework to monitor the reuse of identified 
attackers and attack resources, enabling the prediction of 
future attacks and facilitating proactive responses [28]. 

In 2013, Mohaisen et al. classified malware groups 
based on API behaviors observed during malware 
execution to identify common attackers [29-33]. They 
also analyzed botnet command-and-control channels to 
examine attack resources controlled by the same attacker 
[34-35] and studied spam emails to detect botnet groups 
infected with the same malware [36-38]. Additionally, 
Cova, Chen, Chang, et al. identified and analyzed “drive-by 
downloads” as a primary method of web-based malware 
distribution [39-42]. 

2.5 TTPs-Based Analysis
The MITRE ATT&CKⓇ framework was developed 

to model the tactics and techniques of cyber attackers. 
Since the release of version 1 in 2018, it has undergone 
continuous updates, with version 17.1 available as of April 
2025 [43]. 

The MITRE ATT&CKⓇ Matrices are divided into three 
categories: Enterprise, Mobile, and ICS. As shown in Table 
2, the Enterprise category comprises 14 tactics and 245 
attack techniques.

Table 2. Enterprise category’s tactics and techniques
ID Tactics Techniques

TA0043 Reconnaissance 10

TA0042 Resource 
development 8

TA0001 Initial access 11
TA0002 Execution 16
TA0003 Persistence 23
TA0004 Privilege escalation 14

TA0005 Defense evasion 45
TA0006 Credential access 17
TA0007 Discovery 33
TA0008 Lateral movement 9
TA0009 Collection 17

TA0011 Command and 
control 18

TA0010 Exfiltration 9
TA0040 Impact 15

Attackers can relatively easily modify elements of 
the attack infrastructure, such as hashes, IP addresses, 
and domains. However, modifying TTPs is a costly and 
complex process. For this reason, in 2022, a cyberattack 
group classification technique using the MITRE 
ATT&CKⓇ model was studied. This study utilizes the 
existing MITRE ATT&CK model to extract TTPs at the 
cyber-attack incident level and classifies attack groups by 
analyzing the learned TTP patterns [44]. 

This study is significant because it utilizes TTPs, 
which are more difficult to falsify than IoCs and applies 
AI technology to learn from them. However, while attack 
objectives can be identified at each attack stage, limitations 
remain in fully understanding the overall intent behind the 
attack.

2.6 Harm-Based Analysis
In  2017,  researchers  analyzed the impact  of 

cyberattacks from both economic and political perspectives 
[45]. 

Figure 2 shows a model for analyzing attack intent 
using a damage-based analysis method. When an attack 
occurs, the resulting damage is assessed to determine 
whether it affects the attacker’s reputation and benefits 
(①, ②) or the victim’s reputation and losses (③, ④). 
The attack is then categorized into one of three types: this 
represent the form of the attacker/group ( ⓐ Individual, 
� Organization, ⓒ Country). Subsequently, the damage 
results are analyzed to infer the underlying motivation 
for the attack. (1) Belief, (2) Desire, (3) Politics, or (4) 
Economy. If two attack intentions are identified, they are 
compared to determine the final attack intent and classify 
the attack type accordingly.

Figure 2. Model for analyzing the intent of cyberattacks

In the above study, the assessment of attack damage 
did not consider the scale of the attack or type of target, 
relying instead on a simple comparison. This limitation 
reduces the accuracy of identifying attack intent, which can 
vary significantly depending on the extent of the damage. 

For example, if the impact information leakage can 
vary significantly depending on whether the target is an 



822   Journal of Internet Technology Vol. 26 No. 6, November 2025

individual, organization or country. Therefore, accurately 
assessing the damage requires first determining the target 
type and the scale of the impact. 

Similar research conducted in 2021 utilized social 
issues to predict cyberattacks and proposed a framework 
for proactive response [46]. Analysis of APT attacks reveal 
that most attackers commonly use phishing and drive-
by compromise techniques to gain initial access to their 
targets. 

These two techniques are often targeted at employees 
of the victim organization or third-party individuals with 
access privileges, often exploiting current social issues for 
access. 

A notable example is the COVID-19 pandemic, during 
which attackers sent emails containing information about 
virus spread and prevention, targeting individuals sensitive 
to these topics to steal personal and financial information.

Another example is the Sony Pictures Entertainment 
hacking incident in November 2014. The release of a 
comedy film depicting the assassination of Kim Jong-
un likely provoked North Korea’s leadership, making it 
reasonable to infer that North Korea was responsible for 
the attack.

2.7 CTI (Cyber Threat Intelligence)-based Analysis
Figure 3 shows the J. Bianco Pain Pyramid, which 

is composed of various indicators commonly used in 
cyberattacks [18]. 

As one moves up the pyramid, the cost to the attacker 
increases. IoCs, such as hash values, can be easily changed. 
In contrast, TTPs at the top of the pyramid are much harder 
to change, as they represent the attacker’s capabilities and 
tactics, developed through significant investments of time 
and resources to achieve their objectives. 

To implement proactive defense against cyberattacks, 
it is crucial to quickly analyze the high-level indicators at 
the top of the pyramid to identify the attacker’s intent. 

Figure 3. Pyramid of Pain

CTI refers to the comprehensive process of collecting 
and analyzing information across all levels of the pyramid 
of pain, with the goal of obtaining high-level intelligence 
from the top of the pyramid [12]. 

As shown in Figure 4, CTI outlines four subcategories 
of CTI, defined according to the level and persistence of 
knowledge-based information [47].

Figure 4. CTI classification

Among the four CTI categories, strategic CTI involves 
analyzing information obtained from various sources over 
an extended period through correlation analysis to derive 
results. Particularly, understanding the attacker’s intent 
and classifying attack groups are considered top-level CTI 
tasks, which are analyzed in conjunction with the three 
lower CTI levels: tactical, operational, and technical, as 
well as shared CTI data. 

Section 3 presents a model for the rapid acquisition of 
strategic CTI.

3  Proposed Scheme

3.1 Core Elements for Analyzing Cyber Attack Intent
To understand attack intent, it is important to identify 

who (attacker) attacked whom (target) and how the 
attack was carried to achieve the attacker’s objectives. 
In this study, we first derive the key elements related to 
attack intent and characterize their properties to facilitate 
effective analysis. 

The following describes each element related to attack 
intent:

(1) Attack Group: Attackers can be classified 
into individual hackers, hacker groups, cyberterrorist 
organizations, state-sponsored terrorist organizations, 
and entities involved in cyber warfare. Many national 
and private cybersecurity organizations identify and 
label these groups, such as APT28, Lazarus, and APT38, 
for monitoring and threat intelligence purposes. State-
sponsored groups often have unique mission characteristics 
and profiling them can help identify emerging cyberattack 
actors. For example, North Korean attack groups primarily 
target South Korea rather than China or Russia in their 
cyberattacks. Additionally, when a state-sponsored attack is 
aimed at acquiring cryptocurrency, it is generally attributed 
to North Korea.

(2) Targets: Attackers may select either specific or 
broad targets depending on their intent. These targets 
can include government agencies, military organizations, 
companies, media outlets, and individuals. The attributes 
of the selected target often provide insights into the 
attacker’s area of interest. For example, an attacker of a 
military-related website may suggest an attempt to gather 
military intelligence or analyze defense trends. Similarly, 
targeting an election agency could indicate an attempt to 
exert political influence in favor of the attacker’s benefit.

(3) Social Context: Understanding whether an attack 
is linked to specific political, social, or economic issues 
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is essential at interpreting intent. Cyberattacks conducted 
at the national level are likely associated with significant 
events. For example, hacking incidents occurring just 
before an election may be interpreted as attempts to 
influence the results. A 2017 report states that according 
to a report released by U.S. intelligence agencies, Russian 
President Vladimir Putin personally ordered hacking to 
help Donald Trump win the presidential election and to 
undermine Democratic candidate Hillary Clinton [48].

(4) Attack type: Cyberattacks can be classified as 
cybercrime, cyberterrorism, or cyberwarfare. Identifying 
the type of attack helps determine the likely perpetrator 
by aligning the nature of the incident with typical attacker 
profiles. 

Cybercrime is typically conducted by individuals, 
criminal organizations, or hacker groups, targeting 
individuals, businesses, and financial institutions. The 
primary goals include financial gain, fraud, or the theft 
of personal and sensitive information. Cyberterrorism 
is conducted by terrorists, hacktivists, or ideologically 
motivated actors. Its aims include instilling fear, creating 
social disruption, and conveying political messages by 
targeting appropriate targets. Cyber warfare is conducted 
by nation-states or state-affiliated organizations to achieve 
political gains or to support physical warfare by targeting 
key institutions and facilities of enemy nations. 

(5) TTPs: Attack methods are primarily described 
using TTPs based on MITRE ATT&CK. Specific behaviors 
such as malicious code and repeated, patterned tactics, can 
help identify the attacker and their operational methods. 
TTPs vary depending on the attacker’s intent; for example, 
attacks aimed at information gathering, destruction, 
manipulation, or disruption each exhibit distinct 
characteristics that can be used to infer attacker’s intent. 

(6) Propaganda: Attack groups may use technical 

methods such as website defacement, deepfake videos, 
and encrypted messaging platforms like Telegram to 
convey messages and conduct propaganda activities. These 
campaigns can allow insights into the attacker’s intent and 
identity. Cyber psychological warfare and information 
warfare are clear examples as they aim to spread 
propaganda and cause confusion within the target country.

(7) Impact: The form and scale of damage caused 
by a cyberattack can identify important clues about the 
perpetrator and the intent behind the attack. Notably, 
the scale of a cyberattack is a multifaceted indicator that 
accounts for physical, economic, and social impacts, 
the technical complexity of the attack, and the strategic 
importance of the target, it does not simply refer to the 
extent of “significant damage.” Additionally, the broader 
implications for national security and the global economic 
and social environment must also be considered. 

The elements used to analyze the cyberattack intent, as 
described above, are summarized in Table 3.

Among these, the attack group and target are especially 
critical for identifying the attacker’s intent. In particular, 
the attack group is a priority element, as it can be inferred 
from other elements. Additionally, understanding the 
extent of damage, particularly the scope of the attack, 
further informs the determination of the attack’s intent. 
Therefore, to effectively identify intent and enable a 
proactive response, it is crucial to identify the attack group, 
attack target, and scope of damage as early as possible.

Furthermore, the elements used to analyze attack intent 
are closely interrelated and must be assembled like pieces 
of a puzzle; only by combining them can the attack intent 
be accurately inferred. Figure 5 illustrates the relationship 
between attack intent and its core elements, showing how 
each core element complements the others in the inference 
process.

Table 3. Core elements for analyzing cyber-attack intent

Elements Meaning Intent inference method

Attack Group Hackers, terrorists, state-sponsored 
organizations, etc.

Attack Type/Damage/Intent Inference

Target
(Victim)

Individuals, organizations, unspecified groups, 
countries, etc.

Predict attack groups, damage, and intent

Attack Type Cybercrime/Terrorism/War Inferring attack groups/intentions

TTPs TTPs, malware functionality, presence of 
repetition/patterns

Attack Group/Damage Prediction

Harm Nature of leaked/tampered information, form of 
damage, scope of damage

Inferring attack group/intent after damage 
analysis

Propaganda Attacker’s intended message, propaganda/
promotion

Message analysis, prediction of attack group/
target/intent

Social Context Political/social/economic issues related to the 
timing of the attack

Inferring attack group/intent based on issues
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Figure 5. Core elements and attack intent

3.2 Elements Related to Attack Intent
3.2.1 Attack Group Classification Method

There are five primary methods for classifying attack 
groups. ① Attacker Characteristics: This method involves 
identifying attacker characteristics using techniques 
similar to criminal profiling in conventional investigations. 
However, unlike physical crimes, cyberattacks occur 
covertly within the unique and anonymous environment 
of the Internet, making it significantly more challenging 
to identify an attacker’s characteristics. ② IoC-Based 
Analysis: This refers to various resources used by attackers 
in their attacks. These include malicious files (such as hash 
values, file names, and file paths), network information 
(such as malicious IP addresses, domains, and URLs), 
system registry changes, and log file analysis results. 
Defenders can obtain intrusion detection information 
(IoC) through their own security infrastructure (FW, IPS, 
anti-virus, etc.) and respond accordingly or share it with 
other organizations. Conversely, defenders can obtain 
IoCs from threat information-sharing organizations or 
partner companies and utilize them to respond promptly to 
emerging threats. If an attacker reuses the same resources 
in multiple attacks, defenders can often link the activity 
to a known group based on previous incidents. While 
attackers may employ deceptive tactics to obscure their 
identity, this approach enables immediate response, thereby 
making this approach widely adopted. 

③ Attack Techniques: By analyzing the malware, 
tools, and techniques used by attackers at each attack 
stage, defenders can classify threat attackers based on 
similarities with past incidents, similar to approach ②. 
While some technical information may help in identifying 
specific attackers or groups, the widespread use of shared 
attack tools and open-source attack code has reduced the 
reliability of these correlations.

④ TTPs-Based Analysis: While organizations with 
specialized in-house teams can conduct TTP analysis 
independently, most rely on cyber threat intelligence 
reports from government agencies or private cybersecurity 

companies for preventive measures. Because TTPs often 
exhibit distinct characteristics and methods of specific 
attack groups, they are useful for classifying attack groups 
and providing long-term intelligence.

⑤ Social Context/Harm-Based Analysis: This method 
involves analyzing the political, social, and economic 
context surrounding an attack, along with the resulting 
damage, to help identify the responsible group. It is 
directly linked to the attacker’s tactics and facilitates an 
understanding of their attack intent. However, obtaining 
a clear and accurate understanding of the damage is 
essential, as this information is critical for identifying 
attacks to specific groups.

In summary, analysis methods that focus on identifying 
the attacker or group, such as ①, ④, and ⑤, yield more 
valuable, long-term insights that enable proactive defense 
responses. In contrast, ② and ③ emphasize technical 
characteristics suited for immediate response during active 
incidents but are vulnerable to attacker deception. Based 
on the comparative analysis of attack group classification 
methods, this study recognizes the need for further 
research to improve method ⑤, which is partially valuable 
for identifying an attacker’s intent and behavioral patterns 
in the early stages of an attack. Additionally, there is a 
need to explore ways to integrate this method with other 
analytical methods to improve overall effectiveness. Figure 
6 provides a conceptual overview and comprehensive 
explanation of the attack group classification methods. 

Figure 6. Attack-group-classification method

3.2.2 Analysis of Attack Targets
To infer attack intent, it is essential first to identify the 

attack targets and the extent of the damage, as these factors 
provide clearer insights compared to others. Methods 
for distinguishing attack targets include: ① Technical 
analysis: logs, malware, forensic analysis, ② Document/
Behavior-based: phishing emails, time zones, message 
analysis, ③ Organization Structure-based: internal user 
roles, partner analysis, ④ CTI/External Information 
Utilization: TTPs, IoC, dark web information, and methods 
for sharing information between relevant agencies. 
Notably, information sharing between relevant agencies 
plays a crucial role in accurately identifying both the target 
and scope of an attack. 
3.2.3 Analysis of Attack Harm

Methods for assessing attack damage include: ① 
Range: Check the number of targets and the extent of 
regional spread (e.g., 100 companies affected, spread to 
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20 countries), ② Strength: System paralysis, complete 
data deletion, etc. (e.g., ransomware causing a hospital 
to be paralyzed for three weeks), ③ Duration: whether 
the attack was a one-time event or involved long-
term infiltration (e.g., months of covert infiltration 
(SolarWinds)) ,  ④  Target  Impor tance:  Whether  
government agencies or critical infrastructure are targeted 
(e.g., attacks on the Department of Defense or power 
plants), ⑤ Influence: Chain reactions, social disruption, 
loss of trust (e.g., emergency services disrupted due 
to communication network outage), ⑥  Technical 
Complexity: Whether zero-day exploits or ICS attacks are 
used (e.g., Stuxnet, Industroyer).

3.3 Classification and characteristics of attack intent
To rapidly identify attack intent, it is necessary to 

examine the characteristics of various attack intents. 
Attack intent can be divided into domains such as belief, 
desire, politics, and economy, as proposed by Park Sang-
min (2017). Alternatively, more specific intents, such as 
self-aggrandizement or the pursuit of corporate profit, can 
also be considered. In this study, we propose the following 
classification of cyberattack intent based on these broad 
categories:

1. Espionage: Activities aimed at stealing confidential, 
technological, or strategic information from foreign 
governments or companies. These are primarily conducted 
by national intelligence agencies or APT groups.

2. Disruption/Destruction: These attacks aim to 
cause chaos within institutions or societies by paralyzing 
systems, interrupting essential services, or destroying data. 	
Typically executed by hostile nations or cyber military 
organizations.

3. Financial Gain: Attacks motivated by monetary 
profit, including ransomware attacks, theft and sale of 
sensitive data, and credit card fraud. These are commonly 
conducted by cybercrime organizations and independent 
hackers. In some exceptional cases, such as North Korea, 
sponsored cybercrime is also observed.

4. Political or Social Messaging (Hacktivism): These 
attacks are aimed to promote political protests, support 
social movements, or spread ideological messages. They 
are primarily carried out by hacktivist groups, such as 
Anonymous.

5. Military Advantage: These cyberattacks are 
conducted alongside physical warfare,  including 
information and psychological warfare conducted before 
and after armed conflict. Their primary target is military 
communication networks and ICS. 	Conducted by state-
sponsored cyber units.

6. Influence operations: These operations aim to 

spread social disruptions by spreading false information, 
manipulating public opinion, and interfering in elections. 
They are typically conducted by psychological warfare 
units and intelligence agencies.

7. Retaliation/Revenge: Cyberattacks driven by a desire 
to punish or seek revenge against a nation or organization, 
often taking the form of retaliatory actions between hostile 
organizations or nations.

8.  Sabotage: Cyberattacks intended to gain a 
competitive benefit by destroying a competitor’s systems, 
operations, or reputation. These attacks are often carried 
out by industrial spies or hackers hired by competing 
companies.

9. Technical experimentation or reputation/challenge: 
These attacks are conducted by individual hackers or 
groups seeking to demonstrate their technical capabilities, 
or build a reputation within the hacking community. This 
category includes actors such as script kiddies or white-hat 
hackers.

In this study, we aim to establish the relationship 
between these nine types of attack intent and their defining 
characteristics, to implement a structured attack-intention 
analysis model. 

3.4 Proposed Attack Intent Analysis Model
3.4.1 Core Element Setting Values

The possible values of the core elements used in the 
attack intent analysis are listed in Table 4. The target 
is represented by a combination of one value from the 
unspecific/specific category and one from individual, 
Organization, or Country. For example, UI represents an 
unspecified individual.

 Harm refers to the detailed elements discussed in 
Section 3.2.3 and is categorized as high, medium, or 
low. Higher values indicate a greater likelihood that the 
cyberattack is state-sponsored or motivated by significant 
gain.

Attack Group is inferred using the classification 
method discussed in Section 3.2.1 and can be classified as 
one of the following values: Individual, Organization, or 
Country. 

The social Context is first classified into Wartime or 
Peacetime, and each category is further linked to issues 
with military, political, economic, and social contexts. For 
example, WM refers to cyberattacks related to military 
issues during wartime. 

Propaganda shares the same value as Social Context.
The attack type takes one of three values: war, error, or 

crime.
Table 4 presents the core elements and possible settings 

for each.

Table 4. Core elements setting values

Target Harm Attack group Social context Propaganda Attack
typeRange ~ Complexity

Unspecific Individual H (High) Individual Wartime Military Military War
Organization M (Medium) Organization Politics Politics Terror

Specific Country L (Low) Country Peacetime
Economy Economy

CrimeSocial Social
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Each core element may be assigned a value based on 
the analysis results, or it may remain unassigned. These 
elements are linked together like pieces of a puzzle, 
aligned according to their matching values.

Table 5 presents example values for Attack Intent, 
Target, and Harm in the model proposed in this study. 
These values are adapted from Casey’s 2016 study, 

“Understanding Cyber threat Motivations to Improve 
Defense,” which presented some of the attack groups and 
motivations. 

As shown in Table 5, when the attack group is state 
sponsored, the target is typically a specific government 
agency or military facility, resulting in SO and SC, with a 
high Harm value.

Table 5. Setting core elements by attack group

Attack group Attack intent Target Harm
Civil activist Hacktivism UI L

Radical activist Hacktivism UI L
Anarchist Hacktivism UI L

Script kiddie Reputation/Challenge UI, SO L
Thief Financial Gain UI, SI, SO L

Corrupt government
official Financial Gain SI, SO L

Data miner Espionage UI, SI, SO M, L
Disgruntled employee Financial Gain SO L

Competitor Sabotage SO L
Internal spy Financial Gain, Espionage SO M, L

Legal adversary Influence Operations SI, SO L
Sensationalist Hacktivism UI L

Mobster Financial Gain SI, SO M, L

Terrorist Disruption/Destruction, Retaliation/
Revenge, Hacktivism UI, SI, SO H, M

Vendor Financial Gain SO M, L
Government
Cyberwarrior

Disruption/Destruction, Retaliation/
Revenge, Military Advantage, Espionage SI, SO, SC H

Government spy Espionage SI, SO, SC H

Conversely, when the attack group is an individual, 
there is usually a high “financial gain,” the target type is 
mainly “individual,” and the overall harm result is “low.” 

Given the strong correlation between the attack group, 
target, and Harm elements, this framework aims to analyze 
each core element and infer the Attack Intent by integrating 
and complementing these components.
3.4.2 Attack Intent Analysis Framework

Attack intent analysis involves inferring the nature of 
an attack by combining core elements in a complementary 
manner, like assembling pieces of a puzzle. As shown in 
Figure 7, the analysis begins by detecting the initial attack 
indicators, followed by identifying the attacker group 
and target, along with analyzing the damage. While some 
aspects may yield immediate results, covert and persistent 
attacks often involve limited information, necessitating 
repeated and iterative analyses. 

The attacker group was inferred based on the detailed 
elements discussed in Section 3.2.1. Additionally, the 
attack target and resulting damage were also deduced. 
The inferred results matched the values defined in Section 
3.4.1.

Figure 7. Attack-intent analysis framework
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Based on the analysis of the attack group, target, 
and hand analysis results, the attack type and intent are 
inferred by piecing together each element, much like 
solving a puzzle. For example, if the attacker is identified 
as an individual, the target is a country, and the tactics 
are highly complicated, the inference is commonly 
incorrect. Therefore, the analysis of each core element is 
repeated from the beginning until a consistent set of highly 
correlated values is obtained, at which point the inference 
can be considered accurate.

The model shown above offers the advantage of 
inferring each key element using only the information 
available at the initial stage of an attack. Although the 
initial values of some elements may lack precision, they 
can be crosschecked against other key elements to improve 
accuracy. Furthermore, as time progresses and additional 
information is gathered, the model’s inferences become 
increasingly reliable. 

4  Conclusion

In this study, we selected key elements related to 
cyberattack intent and successfully inferred intent by 
leveraging the complementary relationships among these 
elements. By presenting an analysis model based on these 
essential components, we demonstrated the possibility of 
inferring attack intent during the early and middle stages 
of a cyberattack. 

Further research is needed to develop implementation 
methods for real environments, such as calculation 
formulas to quantify the detailed elements of Harm-
Based Analysis. Additionally, more research is required 
to identify “attack intent” using the STIX format [5], a 
standardized framework for cyber threat intelligence. 

Classifying cyberattack groups requires continuous 
development to evolving attack techniques. As the core 
elements for analyzing cyberattack intent become more 
specified and are implemented as training data for AI 
models, significant advancements in the field can be 
expected.

Additionally, we confirmed that ‘attack intent’ linked 
to TTPs, which are challenging for attackers to replicate 
consistently.

The proposed framework can enhance the accuracy 
of attack group classification by incorporating TTPs to 
capture attribute values related to attack intent and damage 
assessment. 

Further research is needed to utilize the STIX format, 
a future standard for cyber threat intelligence, to support 
the identification of “attack intent.” The classification of 
cyberattack groups requires ongoing development to keep 
pace with evolving attack techniques. Once the proposed 
framework is implemented, continuous learning of attack 
group behavior is expected to enable more effective 
monitoring of changes in their characteristics.
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