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Abstract

In recent years, pedestrian detection and tracking has 
been widely used in the fields of multimedia, computer 
vision and pattern recognition. Most of the traditional 
pedestrian tracking algorithms directly use the pixel level 
features in each frame of the image sequence in the video 
to calculate, ignoring the deep semantic feature information 
contained in each image, resulting in inaccurate or wrong 
positioning. Moreover, the traditional algorithm has a large 
number of parameters, high complexity and poor real-
time performance. This paper proposes a new lightweight 
object detection algorithm Res-YOLO-tiny, which aims to 
accelerate the tracking efficiency of blurred image removal 
algorithms. It greatly improves the detection speed, and 
then combines with the PID (proportion integration 
differentiation) algorithm to increase the tracking effect 
and positioning accuracy of the whole tracking system 
through a new ROI (region of interest) combination 
method. Finally, the experimental and practical results 
show that the proposed algorithm has high positioning 
accuracy, sensitive tracking response, strong recognition 
robustness and flexibility. 

Keywords: Pedestrian detection, Pedestrian tracking, 
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1  Introduction

With the development of object detection and tracking 
system [1-3] in the field of vision, intelligent video 
surveillance has been widely used in today’s society 
[4]. Among them, multi-object tracking visualization 
technology [5] is an important technology in the field of 
computer vision and computer graphics, which is the basis 
of many follow-up studies, such as target recognition, 
point cloud, virtual try on, intelligent monitoring, abnormal 
behavior detection, etc. [6-12] has great application 
prospects in both civil and military fields. Object detection 
and tracking algorithms have made significant progress 
[13]. However, challenges persist in accurately and 
efficiently tracking objects in complex scenes. Some 

studies propose solutions. Furthermore, the algorithms 
used may not meet current requirements for accuracy and 
speed, limiting their effectiveness in real-time scenarios.

To improve accuracy, researchers have explored 
convolutional neural networks (CNNs) [14]. Luo et 
al. [15] proposed the Matching-Siamese network for 
pedestrian tracking, while Faster-RCNN [16] is used for 
pedestrian detection in surveillance videos. However, 
these approaches suffer from large network models and 
slow operation. Duanmu et al. [17] introduced a multi-
view pedestrian tracking framework using graph matching 
techniques. However, this framework increases hardware 
costs. Traditional tracking algorithms perform well in 
specific scenes but face challenges in real-life scenarios 
due to variations in clothing, shape changes, backgrounds, 
lighting conditions, and occlusions among pedestrians. It 
is crucial to address these challenges without significantly 
increasing system costs and computational requirements.

Figure 1. General process of pedestrian tracking system

Therefore, this paper designs and implements a 
pedestrian tracking system and method that schedules 
a tracking algorithm and a lightweight neural network 
for real-time object detection, as shown in Figure 1. The 
algorithm uses the improved lightweight YOLO-tiny [18] 
to detect the pedestrian in the image, realize the real time 
detection of the target and determine the task coordinate 
information. This achieves real-time detection of the 
target to determine the pedestrian coordinate information, 
and then to achieve the group target tracking information 
visualization. PID algorithm [19] is used to process the 
pedestrian coordinate information, so it can track the 
moving target in the scene at any time. In order to solve 
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the problem that the tracking object cannot be determined 
in the case of dense pedestrians, this paper uses an 
algorithm to integrate the target object group into a whole 
for tracking and detection. In addition, for the uncertainty 
of the range of activity of the target, this paper proposes a 
weekly detection method to actively find the target in the 
case of none. Experimental results show that the proposed 
method accelerates the accuracy and sensitivity of 
pedestrian tracking and improves the accuracy and speed 
of pedestrian tracking. It can calculate multi-angle and 
multi-bit simultaneously in static scenes, which is more 
conducive to pedestrian detection and tracking.

The remainder of this paper is arranged as follows. 
Section 2 describes the methods. Section 3 will carry on 
the experiment and the performance evaluation to our 
method. We have made future improvements to our work 
discussed in Section 4. Finally, Section 5 presents a brief 
conclusion to this paper.

2  Methods

Pedestrian tracking is more and more widely used 
in military and civil fields. The most effective method 
is to extract pedestrian features by CNN [20], but the 
model is too large to guarantee real-time. The pedestrian 
tracking algorithm proposed in this paper detects the input 
pedestrian image sequence, analyzes the parameters of the 
pedestrian and performs parameter transformation to track 
the pedestrian. The algorithm and setup of this paper are 
described in detail below.

2.1 Blurred Image Filtering
In order to improve the real-time performance and 

robustness of pedestrian detection, this paper proposes, 
for the first time, a blur image filtering preprocessing 
method based on image gradient analysis. This method 
automatically filters out irrelevant images caused by 
motion blur or other factors in the image sequence, 
reducing the computational load for subsequent detection. 

 Motion blur, occurring due to camera movement 
during short exposure times, leads to blurry images in 
image sequences. These blurred images lack clarity 
and can be mistakenly detected by pedestrian detection 
algorithms. To mitigate this issue, the paper utilizes image 
gradient analysis.

The paper uses image gradient to differentiate between 
clear and blurred images. Clear images exhibit strong 
gradients at boundaries, while blurred images have smaller 
gradients. By converting to grayscale and analyzing the 
gradient, the paper filters out blurry images to conserve 
detection resources and improve efficiency. The calculation 
process involves analyzing amplitude and angle gradients 
to determine if an image is blurred.

First, the initial image should be converted into gray 
image. Then, Laplacian operator [21] is used to extract 
edge information from image. Finally, the sum of edge 
information gradients after processing is calculated and 
the result is used as the blur degree of the image. The 
calculation formula is as follows:
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where, I(x, y) represents the gray value at the point (x, y), 
∇2f (x, y) represents the gradient at (x, y), N is the total 
number of pixels in the image, and Lap is the ambiguity of 
the final calculation. After that, a threshold H is determined 
through test comparison, and the fuzziness greater than this 
threshold is considered clear. Otherwise, it is considered 
blurred and skip no detection.

2.2 Pedestrian Tracking
The object detection algorithm is crucial for pedestrian 

tracking. However, current mainstream two-stage detection 
algorithms such as Faster R-CNN are relatively slow, and 
single-stage algorithms like YOLO struggle to meet the 
requirements of real-time and high precision. Therefore, 
this paper innovatively incorporates residual structures and 
model compression strategies into the YOLO-tiny network, 
designing the Res-YOLO-tiny lightweight object detection 
network. First of all, we compare YOLO-tiny and YOLO-
lite [22]. Finally, we choose to improve the YOLOv3-tiny 
to realize our own network architecture. This paper mainly 
improves the BackoneNet of YOLOv3-tiny. The basic 
structure is shown in Figure 2 to improve the recall rate 
and accuracy and speed up the training convergence speed.

Figure 2. Res-YOLO-tiny network architecture

Res-YOLO-tiny network mainly improves the 
BackoneNet of YOLOv3-tiny, adds a convolution layer 
with a deep channel number at the end of the original 
network to extract more semantic features, and adds a 
ResBlock form ResNet [23] at the back of each layer of the 
first 4 convolution pooling layers to prevent information 
loss and gradient dispersion caused by the deepening of 
network depth.

The BackoneNet model of Res-YOLO-tiny composed 
of 8 convolution layers with convolution kernels of 3 
× 3 size and 4 ResBlocks. In addition, except the last 
convolution layer, the other convolution layers will follow 
a maxpooling layer and a rectified linear unit (ReLU). 
After the model input 224 × 224 × 3 image, it will generate 
13 × 13 × 2048 feature map.

In the ResBlock layer, there are two convolution 
modules. Each convolution module is composed of a 
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convolution kernel of 3 × 3 and a convolution step with a 
value of 1. Then, the tensor of the original input layer and 
the convoluted output layer are added to synthesize the 
final output layer.

Compared with YOLOv3-tiny algorithm, Res-YOLO-
tiny can acquire deeper information features, which greatly 
improves the positioning accuracy and speed of the target, 
and only increases twice the amount of YOLOv3-tiny 
data. Because of the characteristics of high speed and low 
cost, it can meet the requirements of target detection and 
tracking. It can also achieve a faster speed on common 
equipment and achieve better results.

When the pedestrian goes out of this range, the target 
cannot be tracked and located, and the pedestrian does 
not often move in the center of the camera perspective, 
which greatly reduces the amount of target information 
acquisition and the flexibility of target tracking and 
marginalizes the detection effect. In order to solve 
these problems, this paper proposes a real-time tracking 
algorithm. Res-YOLO-tiny will send the pedestrian 
coordinate parameters detected and located to the tracking 
algorithm, which will calculate the X and Y-direction 
normalized offsets ∆x, ∆y of the camera and the ROI 
(region of interest) area of pedestrians, and then the 
tracking algorithm will use the distance offsets to calculate 
the angle offsets θx, θy of the mechanical arm relative 
to the pedestrian, as shown in Figure 3. The coordinate 
starting point of the whole image starts from (0,0), the 
width of the image is width (W), the height of the image 
is height (H), the center point coordinate of the image is 
calculated from width and height (W/2, H/2), and the center 
point coordinate value of ROI is calculated.

Figure 3. Coordinate transformation

When the human body is detected by Res-YOLO-
tiny, the ROI of the human body object in the image will 
be returned, including the normalized x, y, w, h values 
and confidence. x and y represent the upper left corner of 
the ROI region relative to the X direction of the whole 
image and the starting coordinates in Y direction. w and 
h represent the width and height of ROI. Confidence 
indicates whether ROI is equal to the correct prediction of 
the object the confidence degree of ROI, where the central 
coordinate value (Cx, Cy) of ROI is calculated by the 
following formula:
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The coordinate value of the center pixel of the whole 
image (Tx, Ty) is:
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Thus, we can get the distance offsets between the ROI 
center and the center of the whole picture. 

Because different pedestrians are far from each other in 
the whole pedestrian, the pixel value representing the size 
is very different. Therefore, to scale the calculated distance 
offsets to the range of [-1,1] as a whole for normalization 
processing [24], the formula of the calculated normalized 
distance offsets (∆x, ∆y) is as follows:
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When the distance offsets changes, the angle increment 
of the servo will also change, so the distance offsets and 
angle offsets show a linear relationship. Here, a scale factor 
(Kp) is defined to describe the relationship. The formula is 
as follows:
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                            (7)

Among them, the angle of the servo is represented 
by Do, and the angle after the change of the servo is 
represented by Dn.

Figure 4. ROI merging algorithm

If the camera’s central pixel coordinate is always 
near the human body’s central pixel coordinate (Cx, Cy), 
the servo will vibrate due to frequent fine-tuning back 
and forth. We set a range deadband. When the calculated 
normalized offsets exist in the deadband, the servo 
adjustment and control operation will be cancelled.

When there are multiple pedestrians (multiple ROI) in 
the current image, we adopt an algorithm that can combine 
these ROI into a total ROI to track. As shown in Figure 
4, due to the different distribution size and direction of 
pedestrians in the image, we combine the upper left corner 
coordinates of n ROI under the same frame of image (xi, 
yi) into the coordinates closest to the origin (xmin, ymin), 
and combine the width of all ROI wi into the value wmax 
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farthest from the origin of X axis. Similarly, the height hi 
of all ROI is summed up as the value hmax farthest from the 
origin of Y axis.

In this way, we will get a final ROI for tracking. When 
the number of pedestrians in the field of view image 
decreases or increases at a certain moment, the algorithm 
will adjust the parameters in time, so as to solve the 
problem of uncertainty of tracking objects under multiple 
targets and jitter caused by tracking pedestrians in turn.

3  Experimental Evaluation

3.1 Expansion of Experimental Dataset
The computer configuration used in this experiment is 

Intel (R) core i5-4200M CPU, 8GB RAM, 2GB GTX840 
GPU. The software environment is pycharm 2.2 combined 
with Python 3.7 under the operating system window10. 
The following will show and analyze the experiment.

The official provides 20 weights of target categories, 
but due to the change of BackoneNet, the official weights 
cannot be used, and the system only needs to detect 
pedestrians, so our model only trains for the type of person 
data. We selected and sorted out the VOC dataset [25] 
and COCO dataset [26] and merged them into a dataset 
containing 4000 images. 3000 images of the human body 
were randomly selected as the training model, 500 pictures 
were selected as the verification set, and the remaining 
500 pictures were used as the test set, and 50 epochs were 
trained iteratively. The experimental environment is placed 
indoors, and the equipment is installed in a wide area close 
to the active area.

3.2 Image Gradient Experiment
In order to filter the blurred image before image 

detection, we choose nine image gradient calculation 
methods to test the time-consuming of single image 
filtering. We randomly select 500 images in the dataset 
for gradient calculation one by one and record the sum of 
them. At last, we calculate the average time-consuming 
of each method to filter the single clear and blurred image 
respectively. 

Figure 5. Average computing time of each gradient 
operator

We selected 9 methods, namely Tenengrad [27], 
Brenner, Laplacian [28], SMD, SMD2, Variance, Energy, 
Vollath and Entropy. After calculation, the average 
detection time consumption of each function with clear 

and fuzzy filtering [29] is shown in Table 1, and Figure 5.

Table 1. Average calculation times of single image for 
each image gradient calculation methods

Image Tenengrad Brenner Laplacian
Clear image 0.002579 0.146626 0.001635

Blurred 
image

0.002589 0.145416 0.001755

- SMD SMD2 Variance
- 0.551884 0.551490 0.411390
- 0.546165 0.544429 0.412433
- Vollath Entropy Energy
- 0.141084 0.001447 0.594332
- 0.140711 0.001570 0.587399

We stipulate that the threshold value H of the image’s 
fuzziness is 30. When the fuzziness is greater than H, the 
image is determined to be clear and can be detected in the 
system. If the fuzziness is less than the threshold h, the 
image is determined to be a fuzzy image that cannot be 
detected by the system.

3.3 Pedestrian Object Detection
In this paper, the Res-YOLO-tiny network model is 

used for the experiment. The initial learning rate is set to 
5e-3, and the learning rate termination value is set to 1e-
6, a weight decay of 5e-4 is used, the training data has 50 
epochs, and the batch size is set to 1.

The experimental results show that the enhancement 
of the image can greatly increase the generalization ability 
of the model, reduce the over fitting phenomenon in the 
process of image training, remove the external interference 
as much as possible, and then enhance the detection ability 
of the model. 

We compared the performance of the other four 
models: YOLOv2-tiny, YOLOv3-tiny, YOLO-lite, 
SSD mobilenet V1 [30-31] and our model on our low 
performance devices. It can be seen from the Table 2 that 
when comparing the performance of the five models, 
the introduction of residual network can deepen the 
layer number and weight parameters of the network, and 
effectively improve the accuracy and recall rate of the 
network model. It can be seen that the accuracy of this 
model is better than other lightweight networks, and the 
detection speed has no significant impact.

Table 2. Performance comparison of various models on 
COCO dataset

Model mAP (COCO) FPS
YOLOv3-tiny 33.10% 23
YOLOv2-tiny 23.70% 5.6

YOLO-lite 12.26% 34
SSD 

Mobilenet-V1 21% 8.2

Res-YOLO-tiny 28.42% 28
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Before the operation of the detection network in this 
paper, the fuzzy degree of the image collected by the 
camera will be calculated first, which is used to remove 
the fuzzy images collected in the process of motion. The 
existence of fuzzy images will greatly waste the cost of 
calculation and reduce the efficiency of operation. We 
randomly cut 1000 image sequences to judge the fuzzy 
degree. The result shows that 464 images are fuzzy and the 
remaining 536 images are clear. As shown in Figure 6, we 
calculate the total execution time of the algorithm with and 
without fuzzy degree judgment.

Figure 6. The total time of each algorithm in detecting 
1000 image sequences

It can be seen that the target tracking system using the 
fuzzy image removal algorithm can save nearly 40% of the 
time to detect new images, greatly improving the execution 
efficiency of the whole system, and the final tracking effect 
is shown in Figure 7. 

Figure 7. Camera device tracking effect

We test the feature extraction layer of the target 
detection network, in which we use the CIFAR dataset 
as our detection database. The CIFAR dataset is divided 
into CIFAR-10 and CIFAR-100. The CIFAR-10 dataset 
consists of 60000 32 × 32 color images of 10 classes, and 
each class has 6000 images with a total of 50000 training 
images and 10000 test images. There are 100 classes in 
CIFAR-100 dataset. Each class contains 600 images of 32 
× 32 size, and each class has 500 training images and 100 
test images.

We use the CIFAR-100 dataset to calculate the 
error rate, parameter quantity and the floating point of 
operations (FLOPs) of these five kinds of algorithms. As 
shown in Table 3, the Res-YOLO-tiny network designed 
by us does not have much difference in accuracy compared 
with the original network (YOLOv3-tiny), but the number 
of parameters is reduced by 44.5%, and the number 
of floating point operations is also reduced by 43.79% 
compared with the original network architecture. The 

reduction of these parameters can greatly improve the 
detection speed without greatly reducing the accuracy, 
which just meets the requirements of our equipment for the 
detection algorithm speed.

Table 3. Performance of top-1 err., top-5 err., number of 
parameters and MFLOPs of various models on CIFAR-100

Model top-1 err. top-5 err. Params (M) MFLOPs

YOLOv3-tiny 0.7805 0.514729 24.4023 12.60933

VGG19 0.6741 0.382415 97.14 50.9331

YOLO-lite - - 2.1879 1.145644

MobileNetV2 - - 8.6624 4.468249

Res-YOLO-tiny 0.7841 0.527321 13.5431 7.087719

In our work, we use the CIFAR-10 dataset to train and 
test the Res-YOLO-tiny model. As shown in Figure 8, we 
train a total of 25 epochs on the dataset, stopped training 
when the accuracy rate tended to be stable, and recorded 
the data of each node. After training to the 7th epoch 
on the test set, we get the accuracy of 0.7174, and the 
loss value is close to the balance of the curve at the 18th 
epoch. It can be seen that the overall convergence speed 
of the model is faster. As shown in Figure 9, we obtain the 
confusion matrix of Res-YOLO-tiny model on CIFAR-10 
dataset, in which the detection error between cat and dog is 
the largest.

Figure 8. The training loss and validation accuracy of our 
designed network architecture on CIFAR-10

Figure 9. The confusion matrix of the network architecture 
we designed on CIFAR-10
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3.4 Pedestrian Object Tracking 
Our proposed target tracking device utilizes a 

manipulator controlled by a Raspberry Pi [32]. The 
device calculates and controls the manipulator’s steering 
gear based on values transmitted from the model. A PID 
algorithm on the Raspberry Pi regulates the direction and 
angle of the steering gear. To handle multiple pedestrian 
targets in a single image, we employ an algorithm that 
groups pedestrians in the field of view into a single target. 
This integration of correct ROI areas allows the camera 
device to track a unified target, solving the challenge 
of selecting which target to track. To ensure real-time 
performance, the device has a specific time allocated for 
each frame of image detection. This time includes the 
duration of image detection and transmitting the results to 
the manipulator device for scheduling. We have modified 
the network structure to speed up detection and optimized 
the scheduling algorithm on the manipulator to guarantee 
responsive and timely device operation.

4  Conclusion

This paper presents an algorithm for real-time tracking 
and recording of pedestrian’s behavior and motion in 
complex situations. The algorithm proposed in this paper 
aims at the camera to expand the detection range, reduce 
other interference factors, and increase the tracking 
efficiency and accuracy. During the tracking process, the 
motion blurred image caused by the fast speed of human 
motion or camera rotation is removed by calculating the 
image blur. We improve the target detection network, 
make it in a certain speed range, and improve the detection 
ability of positive samples of the algorithm. We also 
avoid the acquisition of irrelevant images and prevent 
the loss of tracking targets. The experimental results 
show that the scheme is feasible. It greatly improves 
the accuracy of pedestrian recognition, increases the 
efficiency of pedestrian tracking, and ensures the real-time 
performance of the device. Compared with the traditional 
tracking method, the effect is significantly improved. 
In addition, future research directions and prospects 
encompass incorporating additional environmental factors, 
expanding into multi-object tracking, enhancing deep 
learning models, exploring cross-domain applications, and 
improving datasets and evaluation metrics. By delving 
into these areas, further advancements can be achieved to 
enhance the algorithm’s performance and applicability, 
thereby fostering advancements in relevant fields.
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