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Abstract

Aspect Sentiment Triplet Extraction (ASTE), aiming to 
jointly identify all the aspect terms, opinion terms and their 
corresponding sentiment polarities simultaneously, is a 
most recent fine-grained sentiment analysis subtask. There 
are two main categories of ASTE methods, named pipeline 
approaches and tagging-based joint extraction approaches. 
The former suffers from error propagation and the latter 
fail to handle one-to-many and many-to-one problems in 
triples. In order to address these issues, we propose a span-
based enhanced bidirectional extraction framework. The 
framework utilizes all possible candidate spans as input 
and adopts syntactic dependency tree to fully explore 
sentence features. The proposed model extracts triples 
bilaterally from two directions, to handle multi-word 
triples and complex correspondence problems between 
aspects and opinions. In our framework, dual-channel 
pruning strategy is introduced to choose the correct spans. 
Meanwhile, bidirectional transformer-based decoders are 
proposed to model the association among spans and then 
to extract corresponding triplets. Experiments on four 
benchmark datasets indicate that our framework reveals 
significant performance improvement compared to the 
current state-of-the-art model, especially in predicting 
triplets with multi-word targets or opinions.

Keywords: Aspect-based sentiment analysis, Span-based 
model, Syntactic dependency tree, Bidirectional extraction, 
Multi-word

1  Introduction

Sentiment analysis aims to automatically identify and 
analyze the emotional tendencies contained in the text, 
which is one of the important tasks in NLP. And aspect-
based sentiment analysis (ABSA) consists of several 
different subtasks [1-4], which aims to identify more 
detailed and comprehensive emotional information in 
the review sentences. For instance, “It feels cheap, the 
keyboard is not very sensitive.”. The subtask aspect term 
extraction (ATE) [5-7] pays attention to recognize aspect 
terms “keyboard”, opinion term extraction (OTE) [8-10] 

focus on extracting the opinion terms “cheap” and “not 
very sensitive”, and aspect sentiment classification (ASC) 
[11-14, 47] aims to forecast the sentiment polarity of the 
provided aspect term: “keyboard (Negative)”.

Figure 1. The example of the different ABSA subtasks 
(Aspects, opinions and sentiment polarities are marked 
with blue, red and green respectively.)

Many research efforts have been made on ABSA, 
which generally focus on the prediction of a single 
element or co-extract them together such as aspect 
polarity coextraction (APCE) [15] and aspect-opinion 
pair extraction (AOPE) [16-17]. These methods neglect 
the association of sentiment elements and fail to provide 
more comprehensive insights into the review sentences. To 
tackle this problem, more recent works propose the target-
oriented opinion word extraction (TOWE) [18-19] and 
ASTE [20-25] which aim to extract multiple associated 
sentiment elements to provide a more detailed sentiment 
information. As shown in Figure 1, there are two sentiment 
triplets: (“keyboard”, “cheap”, Negative) and (“keyboard”, 
“not very sensitive”, Negative). 

Some initial researches formulated the ASTE task as 
the two-stage method [26-27]. The first stage not only 
identifies aspect terms and corresponding sentiments 
polarity, but also opinion terms. And in the second 
stage, aspects and opinions are coupled to determine the 
corresponding sentiment. However, the pipeline method 
neglects the interaction within the triplets and fails to 
deal with the error propagation problem. The previous 
approaches to ASTE were the sequence tagging problem 
[28-29], but they fail to handle one-to-many and many-to-
one problems in triples. Although the recent researches in 
an end-to-end manner [20, 22, 30-32] can jointly extract 
sentiment elements as a triplet, they heavily depend on 
the interactions between aspects and opinions, and fail 
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to deal with aspects and opinions containing multi-word. 
In addition, they neglect the syntactic information in the 
sentence.

In order to tackle the above issues, we propose a 
span-based enhanced bidirectional extraction network 
to generate triplets in the sentences. First, the proposed 
framework generates all possible spans on the sentence 
as the candidates. Meanwhile, we utilize syntactic 
dependency trees to fully mine syntactic features in 
sentences, and then transmits these features to the 
follow-up subtasks. To remove the incorrect spans, we 
utilize dual-channel pruning strategy to distinguish the 
candidate aspect and opinion terms. Subsequently, the 
dual transformer-based decoders take in two candidate 
spans and their corresponding local context to efficiently 
extract sentiment triplets. According to the combination of 
syntactic and semantic information, the one-to-many and 
many-to-one problem can be better processed. Moreover, 
negative sampling method is adopted to improve the 
robustness of the model during the training process.

In summary, the following are the main contributions 
of the paper:

• We propose a span-based enhanced bidirectional 
extraction network to explicitly harvest triplets in the 
sentences. This framework effectively mitigates the issue 
of error propagation in the recent research. Additionally, 
we carry out extensive analysis to reveal its effectiveness 
not only on multi-word entities but also on one-to-many 
and many-to-one problem in sentiment triples.

• We leverage syntactic dependency trees to integrate 
syntactic information into contextualized language models 
and adopt dual-channel pruning strategy to distinguish the 
candidate terms. Meanwhile, by the bidirectional extraction 
framework consist of multi-head attention mechanisms, our 
model can fully take advantage of semantic information in 
the sentences, and bidirectionally establishes associations 
among potential triplets. Moreover, the proposed model 
can exactly extract triples through the combination of 
syntactic and semantic information.

• We carry out extensive experiments on multiple 
ABSA benchmark datasets to indicate the effectiveness of 
our model. Compared to the current state-of-the-art model, 
our method can achieve better performances for ASTE 
task.

2  Related Works

ABSA can extract core sentiment triplets in sentences 
and provide more fine-grained sentiment analysis. We 
introduce the related work from the following three parts 
in this section.

2.1 Pipeline Approaches
The most recent ABSA researches only focus on 

the single element or the combination of them. As the 
name suggests, the pipeline approaches, following a 
straightforward two-stage method, involves initially 
extracting aspects and subsequently identifying the 
corresponding opinions for each aspect. To provide 

more sentiment information, Peng et al. [27] extended 
Wang et al. [33] and Dai et al. [34], first proposed ASTE 
task aiming to extract aspect, opinion terms and the 
corresponding sentiments in the two-stage pipeline. 
Gao et al. [35] first employ an MRC model to extract all 
aspect terms, and then construct the other MRC model 
to predict opinion term for each extracted aspect term. 
Although Chen et al. [36] Mao et al. [37] all achieve good 
performance, the pipeline-style method fails to address the 
error propagation problem.

2.2 Tagging-based Joint Extraction Approaches
To tackle the error propagation problem, many scholars 

have proposed the tagging based joint extraction method in 
end-to-end manners. Compared with Peng [27], Xu et al. 
[28] introduce the JET model, which incorporates position 
and sentiment polarity tags to consider word interactions. 
However, this model falls short in leveraging the mutual 
correspondence between aspects and opinions. To 
enhance the model’s performance, Wu et al. [29] propose 
a grid tagging scheme (GTS), which generates triplets 
in the end-to-end manner with the unified TokenClass 
problem. GTS limited by the model, only depends on the 
interaction between each words and fails to handle multi-
word situations. Li et al. [38] achieve promising results by 
only using a simple neural model with the unified tagging 
scheme.

2.3 Span-based Approaches
Although the tagging-based method effectively 

mitigates error propagation, it overlooks the internal 
correlations between aspect and opinion terms, can’t deal 
with complex triplets with multi-word targets. More recent 
works focus on span-based approaches [23, 39] to ASTE 
which fully consider the relationships between them and 
fuse semantic information. To address these limitations, 
Zhao et al. [17] treat the problem as a multi-task learning 
task based on the supervision of span boundaries and 
utilize the span representations to jointly extract the 
sentiment target pair. Similarly, Xu et al. [22] introduce 
a span-level interaction model that explicitly takes into 
account the internal interaction between aspect and 
opinion spans during the prediction of the corresponding 
sentiment polarity. This approach enhances the model’s 
ability to capture the nuanced correspondence between 
aspects and opinions, resulting in improved sentiment 
polarity prediction. Compared with the previous complex 
models, it achieves good results with only a simple model. 
To simultaneously extract multiple over-lap or multi-word 
triplets, we design a span-based enhanced bidirectional 
extraction network to jointly generate triplets. The detailed 
description is presented in Section 3.

3  Methodology

In this section, we begin by providing the task 
definition of the ASTE. Subsequently, we elaborate on 
the proposed framework, outlining its components and 
methodology.
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3.1 Task Definition
We denote a review sentence with n tokens as S = 

{x1, x2, …, xn}, we aim to extract all expected triplets T = 
{(a, o, s)i}

|T|
i=1, where a, o and s denote aspects, opinions, 

the sentiment and |T| indicates the total number of triplets 
respectively. Meanwhile, sentiment polarity sc ∈{Positive, 
Negative, Neutral, O}.

3.2 Model Architecture
Overview of the span-based enhanced bidirectional 

extraction framework is shown in Figure 2. The framework 
contains the following five modules: the encoding module, 
the syntactic dependency module, the span generator, 
the span filter, and the bidirectional triplet extractor. It 
leverages the BERT encoder to get the contextual semantic 
representation from an input sentence and acquire syntactic 
dependency information from the syntactic dependency 
tree. Subsequently, we incorporate syntactic information 
into contextual representation to augment semantic 
features. Meanwhile, the span generator generates all spans 
and the span filter reduce the candidate spans without 
aspect or opinion terms. Finally, the candidate spans and 
the hidden representations sequence H are fed into the 
bidirectional triplet extractor. The bidirectional triplet 
extractor consists of two decoder module which each 
module contains an aspect and opinion decoder. Dual-
decoders output the different sentiment triplets for the 
given specific terms respectively to implement ASTE task.

3.3 Encoding
3.3.1 Sentence Encoding 

To leverage the semantic context representation, we 
employ the BERT encoder [40] on the sentence S with n 
tokens to generate the hidden representations H = {h1, h2, 
…, hn}. There are m possible spans, and each span si = 
{xstart(i), …, xend(i)} can be the single word or the multiple 

words from start(i) to end(i).

1 ( ) ( )start i end i n≤ ≤ ≤                        (1)

0 ( ) ( ) send i start i L≤ ≤ ≤                      (2)

where Ls is the max length of span si . We can reduce 
the number of spans by modifying the value of Ls , and 
different values lead to different experimental results. 
Detailed results are presented in Section 4.
3.3.2 Syntactic Constituents 

The interaction between different words in a sentence 
is an important clue for us to extract sentiment triples. 
However, their complex relationship can pose a major 
challenge [41]. The recent researches adopt attention 
mechanism [30] to reduce the interference between 
different words, but can fail to deal with complex triples. 
As shown in Figure 1, the opinion term “not very 
sensitive” is a holistic expression of negative emotions. 
However, more attentions are paid to “very sensitive” 
and the important turning word “not” which leads to an 
incorrect sentiment prediction are ignored. Meanwhile, it 
is possible that the attention mechanism allocates more 
attention to incorrect opinion terms due to their proximity, 
rather than focusing on the correct opinion terms.

Figure 3. An example of the syntax dependency tree

As shown in Figure 3, a syntax dependency tree can 
offer the dependency relation between aspect–opinion 

Figure 2. Overview of our span-based enhanced bidirectional extraction framework 
(The blue, green and yellow squares represent the span features, the contextual syntactic features and the global context 
respectively. Then they are fed into span filter through the max pooled layer to extract candidate sentiment triplets.)
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pairs. To address the above issues, we utilize the syntax 
dependency tree to extract contextual syntactic features 
of sentences and introduce graph convolutional networks 
(GCN) [42] to learn syntactic information between words. 
For the directional graph G = (V, E), where V is the set 
of N nodes and E is the set of edges, the graph serves as 
a representation of words and their dependency relations. 
Each node in the graph represents a word from the 
sentence, and the edges between different nodes represent 
their respective dependency relationships. We build the 
adjacency matrix A ∈ Rn×n over the syntax dependency 
tree. The element aij  in A indicates whether the i-th node is 
connected to the j-th node. Specifically, aij = 1 if i = j or the 
i-th node and the j-th node is connected, otherwise aij = 0.

1       
0                                         ij

if i j or i jth node is connected
a

otherwise
= −

= 


       (3)

The hidden state representation, denotes as l
ig , for the 

i-th node at the l-th layer is updated as follows:

1
1

( )j Nl l l l
i ij jj

g RELU a W g b∈ −
=

= +∑                (4)

where W l represents the trainable weight matrix specific to 
the l-th layer, bl represents a bias term and 0

jg  refers to the 
word embedding for the j-th node.

3.4 Span Generation and Pruning
3.4.1 Span Generation 

To address the intricate relationships between aspects 
and opinions, we enumerate all spans, considering an 
appropriate length constraint. These spans can consist 
of the single word or multiple phrases. The multiple 
consecutive spans can be repeatedly selected as the 
candidate aspects or opinions which leads to address the 
challenge of multi-word terms. In addition, we concatenate 
the BERT representation h l

i with the GCN representation 
gl

i to fuse contextual semantic and syntactic information 
into new representations hg.

In order to acquire the span vector representation, we 
employ the maxpool to generate the hidden representation 
with token.

( ) ( )max ( ,..., )i start i end is pool hg hg=               (5)

The complete span representation is expressed as Sp = 
S1, S2, …, Sm.
3.4.2 Dual-channel Span Pruning

We enumerate all spans as input to utilize semantic 
information in the review sentence for the potential 
triples extraction, but the increasing input size of the 
model inevitably results in the huge computational cost. 
The previous researches [43-44] only filter all spans 
into the same pool which can lead to the insufficient 
use of the semantic information between aspects and 
opinions. In contrast, we utilize the dual-channel pruning 

strategy to filter aspects and opinions into two separate 
pools which reduce computational costs significantly. 
Specifically, the pruning process can be converted to the 
binary classification problem, and all candidate spans are 
respectively filtered into two candidate pool by ATE and 
OTE according to the calculated probability.

( ) max( [ ; ] )aspect i a i cls as soft W s C bΦ = +             (6)

( ) max( [ ; ] )opinion i o i cls os soft W s C bΦ = +            (7)

where Wa, Wo represent weight parameters, and ba and bo 
represent bias terms. Ccls is the hidden state of the token 
“[CLS]” of the entire sentence context, and it combines 
with span si as input.

Meanwhile, we can formulate the cross-entropy loss 
function as loss function for the span filter:

*( ) log( ( ))m
SP i i i ii

J P y s P y s= − ⋅∑              (8)

where P(yi|si), P(y*
i|si) are the predicted distribution and 

gold distribution respectively.

3.5 Bidirectional Triplet Extractor 
To use the semantic and syntactic information in 

the sentence, we design a bidirectional triplet extractor 
to bidirectionally extract triples. Compared with the 
previous extraction in one direction, the bidirectional 
triplet extractor can obtain more complete triples. In the 
subsequent sections, we delve into the specifics of the two 
decoders.

The Opinion-to-Aspect Decoder. The O-A decoder is 
composed of opinion decoder and aspect decoder, aspect 
decoder extracts the aspect term, opinion decoder extracts 
all opinions terms of the given aspect and corresponding 
sentiments. The aspect decoder is responsible for predicting 
all the possible aspects. Firstly, it employs multi-head self-
attention mechanism to capture the relationships among 
the potential aspects. Subsequently, it utilizes the multi-
head inner attention mechanism to integrate the semantic 
information into candidate spans. The representation of 
the result obtained from the multi-head self-attention 
mechanism is shown as follow:

, , exp( )
exp( )a

j p

OA as self i
i

js s

s
s

α
∈

=
Σ                      (9)

, , , ,
a

j p

OA as self OA as self
i i js s

s sα
∈

= Σ ⋅                 (10)

where a
pS  represents the aspect spans through span filter.

To further use the semantic information, the hidden 
representations sequence H is also fed into multi-head 
inner attention mechanism with the , ,OA as self

is . The result is 
shown as follow:
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, ,

, , , , , ,( , )

OA as inner
i

OA as inner OA as self OA as inner
i

u

FFNN s θ

=
            (11)

, ,
, , exp( )

exp( )
j

OA as inner
OA as inner i
i

h H j

u
h

α
∈

=
Σ                   (12)

, , , , , ,
j

OA as inner OA as inner OA as inner
i i h H i js u hα∈= + Σ ⋅        (13)

where , ,OA as innerθ  indicates the parameter for FFNN in the 
multi-head inner attention mechanism.

Similarly, the opinion decoder also comprises a multi-
head self-attention mechanism and a multi-head inner 
attention mechanism. However, the opinion decoder 
incorporates an additional attention mechanism to establish 
the interactions between the given aspect and the candidate 
opinion spans. The multi-head aspect attention mechanism 
aims to generate all candidate opinions for the potential 
aspect. In short, the whole calculation process is as 
follows:

, , , ,
o

j p

OA op self OA op self
i i js s

s sα
∈

= Σ ⋅                  (14)

, , , , , ,
j

OA op inner OA op inner OA op inner
i i h H i js u hα∈= + Σ ⋅       (15)

where , ,OA op self
is  and , ,OA op inner

is  represent the results of the 
multi-head self-attention mechanism and multi-head inner 
attention mechanism respectively. And o

pS  represents the 
opinion spans through the span filter.

, ,

, , , , , ,( , )

OA as res
i

OA as res OA op inner OA op res
i

u

FFNN s θ

=
             (16)

, ,
, , exp( )

exp( )

OA op inner
OA op res i
i as

u
s

α =                   (17)

, , , , , ,OA op res OA op res OA op res as
i i is u sα= + ⋅              (18)

where , ,OA op resθ  denotes the parameter in the multi-head 
inner attention mechanism. And sas is the given specific 
aspect term.

The Aspect-to-Opinion Decoder. The O-A decoder 
shares similarities with the A-O decoder, it’s also 
composed of an aspect and opinion decoder. The opinion 
decoder is responsible for extracting the opinion term, 
while the aspect decoder is designed to generate all 
aspects associated with the given opinion, along with their 
corresponding sentiments. This decoder allows the model 
to capture the relationships between opinion and aspect 
terms bidirectionally, enhancing its understanding of the 
target sentiment expressed towards different aspects. The 
difference is that the aspect decoder has an additional 
multi-head attention mechanism than the opinion decoder, 

and we adopt the multi-head opinion attention mechanism 
to extract all candidate aspects for a given opinion term. 
The results are as follows:

, , , ,
o

j p

AO op self AO op self
i i js S

s sα
∈

= Σ ⋅                 (19)

, , , , , ,
j

AO op inner AO op inner AO op inner
i i h H i js u hα∈= = Σ ⋅      (20)

, , , ,
a

j p

AO as self AO as self
i i js S

s sα
∈

= Σ ⋅                  (21)

, , , , , ,
j

AO as inner AO as inner AO as inner
i i h H i js u hα∈= = Σ ⋅       (22)

, , , , , ,AO as res AO as res AO as res op
i i is u sα= = ⋅              (23)

where sop and , ,AO as res
is  represent the given specific opinion 

term and the result of the multi-head opinion attention 
mechanism, respectively. 

In order to extract the final triplets, the outputs of 
two decoder are fed into the sentiment triplet extractor 
respectively. Each decoder’s output is normalized using the 
softmax function, which assigns probabilities to the labels 
of the triplets. The triplets with the highest probabilities 
are then extracted as the final results.

( , )res
i iq FFNN s θ=                         (24)

( ) max( )i ip sc s soft q=                      (25)

where res
is  indicates the two final results of the decoders 

respectively, θ is the parameter of the FFNN.

3.6 Inference
The two designed decoders can output the different 

triplets for the given specific terms, so we propose an 
inference strategy to deal with it, which remove the 
conflicting sentiment triplets according to the probability 
of the term label.

Meanwhile, we also adopt negative sampling method 
[45-46] to improve the robustness of the model. In the real-
world scenarios, triplets usually contain more complex 
expressions. Compared to the previous approaches which 
fail to handle the complex correspondence between aspects 
and opinions, the proposed model learns the difference 
between positive and negative samples so that it can 
handle triplets with multi-word targets or opinions in real-
life scenarios. 

In the span filter, the positive samples are the spans 
labeled as aspects or opinions. On the other hand, the 
negative samples, denoted as Nns, are randomly selected 
from the spans without the labeled. These negative 
samples represent spans that are not associated with the 
target entities and serve as contrast examples to help the 
model learn to distinguish between positive and negative 
instances. In the sentiment triplet extractor, the correct 
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predicted triplets are labeled as the positive samples, 
and the remaining unmatched are used as the negative 
samples. It is worth noting that although negative samples 
are randomly selected, we averagely select multi-word 
samples and single-word samples to form negative 
samples together which make the model to learn multi-
word information in sentences. If any part of the sample 
is not enough, fill it up from the other part. In the training 
process, we generate the different samples and train the 
model to identify the difference between them to optimize 
the performance of model.

3.7 Training Procedure
The proposed model is trained using an end-to-end 

framework, and the loss function for the training is defined 
as the sum of the span filter loss and the sentiment triplet 
extractor loss. 

For the O-A decoder, the loss function is defined as 
cross-entropy cost function: 

*

*

*

( ) log( ( ))

( , ) ( , )
a
p

m OA i OA i
OA as asi

m s OA i a OA i a
op j op ji j

J P sc s P sc s

P sc s s P sc s s

= − −

⋅

∑
∑ ∑

 (26)

In the same way, for the A-O decoder, the loss function 
is also defined as follow:

*

*

*

( ) log( ( ))

( , ) ( , )
o
p

m AO i AO i
AO op opi

m s AO i o AO i o
as j as ji j

J P sc s P sc s

P sc s s P sc s s

= − −

⋅

∑
∑ ∑

    (27)

where Pas(sc*|si) and Pop(sc*|si) are the gold distribution, 
and Pas(sc |si) and Pop(sc |si) represent the predicted 
distribution. Moreover, S a*

p and S o*
p indicate the gold truth of 

the aspects and opinions.
Eventually, the loss function of entire framework has 

the following form:

SP OA AOJ J J J= + +                         (28)

Table 1. Statistics on ASTE-Data-V2 dataset
( #S and #T denotes the number of sentences and triplets. #+, #0 and #- denote the numbers of positive, neutral and 
negative samples. #SW denotes the numbers of triplets which aspects and opinions are all single word. #MW denotes the 
numbers of triplets with the aspects or opinions are multi-word.)

Datasets #S #T #+ #0 #- #SW #MW

14LAP
Train 906 1460 817 126 517 824 636
Dev 219 346 169 36 141 190 156
Test 328 843 364 63 116 291 252

14RES
Train 1266 2338 1692 166 480 1586 752
Dev 310 577 404 54 119 388 189
Test 492 994 773 66 155 657 337

15RES
Train 605 1013 783 25 205 678 335
Dev 148 249 158 11 53 165 84
Test 322 485 317 25 143 297 188

16RES
Train 857 1394 1015 50 329 918 476
Dev 210 339 252 11 76 216 123
Test 326 514 407 29 78 344 170

4  Experiments

4.1 Datasets
We carry out extensive experiments on four benchmark 

datasets [28] derived from the SemEval Challenges [2-4] 
and another research [8]. Compared to the ASTE-Data-V1 
[27], ASTE-Data-V2 transforms the triplets without 
annotation into the missing, removes the conflicting triplets 
and contains more complex expressions which are more 
common. Detailed information is shown in Table 1.

4.2 Experiment Settings
In the experiments, the encoder used in the model is 

the uncased base version of BERT. According to multiple 
comparative experiments, we set the batch size and the 
dropout rate to 16 and 0.1, respectively. To determine 
the optimal combination of parameters, a grid search is 
performed. The parameters that are varied during the 

grid search include the maximum length of spans LS, the 
pruning threshold z, the number of negative samples Nns. 
Moreover, we employ AdamW [48] with a fixed learning 
rate of 1e-5 to update the model parameters during 
optimization.

4.3 Baselines
We conduct extensive experiments to compare our 

models with the following baselines:
• Peng-two-stage [27]: Peng proposed a two-stage 

framework to generate triplets in the sentences. In the first 
stage, Peng extracts both aspect terms, sentiment polarity 
and opinion terms. In the second stage, each aspect 
sentiment pairs are combined with the corresponding 
opinion terms. 

• JET [28]: Xu utilizes unified location-aware labeling 
scheme which adds location and sentiment information to 
address the ASTE as a structured prediction task. There are 
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two variants of JET: JETt and JETo . 
• GTS [29]: GTS is a tagging-based method which deal 

with ASTE as a grid tagging task in the end-to-end way. It 
first gets the initial prediction probabilities of each word 
pair, and then assigns the specific sentiment dependency 
for them to perform the final prediction. 

• Span-ASTE [22]: Xu proposed the Span-ASTE 
framework which considers all spans in the sentence 
to learn the interactions between aspects and opinions. 
Meanwhile, to reduce the high computational cost, they 
proposed a dual-channel pruning strategy which improves 
computational efficiency significantly. 

• BMRC [36]: Chen performs the ASTE as the multi-
turn machine reading comprehension task which design 
two extraction queries and the classification queries to 
extract triplets.

4.4 Main Results
4.4.1 Effect of ASTE 

The results of our framework and the baseline models 
are presented in Table 2, showcasing the Precision (P.), 
Recall (R.), and F1 scores for each dataset. From the table, 
our framework demonstrates state-of-the-art performance 
across all datasets.

As shown in the Table 2, the joint extraction models 
usually achieve better performance than the pipeline 
models. This improvement in performance can be 
attributed to the end-to-end manner which mitigates the 
error propagation problem arised in pipeline models. 
Compared to GTS fail to handle multi-word triples and 
one-to-many and many-to-one problems between aspects 
and opinions for its semantical annotation, our model can 
address the entity overlap problem by fully considering 
the interaction between them. BMRC and Ro-BMRC 
implement the ASTE as a multi-turn machine reading 
task and extract sentiment triplets via multiple queries. 
However, the error propagation within subtasks may 
decrease final performance. Unlike those approaches, 
our method fuses syntactic and semantic information, 
and utilizes the span-level interactions to address ASTE 
task from bidirectional directions, which can solve entity 
overlap problem and avoid the cascading errors.

Specifically, our framework outperforms the previous 
best baselines on ASTE. Although some of the precise 
scores are slightly lower than BMRC, the significant 
increasement in other scores demonstrates the superior 
performance of our framework in the ASTE task. 

Table 2. The overall experimental performance (%) on the different set (The best scores are in bold.)

Model
14LAP 14RES 15RES 16RES

P R F1 P R F1 P R F1 P R F1
Peng-two-stage 40.41 47.25 43.51 44.19 63.00 51.90 40.98 54.69 46.80 47.77 62.98 53.63

JETt 53.54 43.29 47.87 63.45 54.13 58.42 68.21 42.90 52.67 65.29 51.96 57.86
JETo 55.40 47.34 51.05 70.57 55.95 62.41 64.46 51.97 57.52 70.42 58.38 63.82
GTS 57.31 50.87 54.52 69.88 69.85 70.11 59.36 58.32 57.99 67.56 67.02 68.13

Span-ASTE 63.33 54.87 60.03 72.54 70.26 71.95 62.38 64.25 63.17 69.77 71.09 70.44
BMRC 67.92 51.36 59.47 71.89 66.21 69.85 66.56 56.36 58.62 68.43 66.71 67.19
Ours 66.81 56.98 61.51 74.88 70.64 72.70 65.93 63.07 64.47 70.36 72.29 71.31

Table 3. Analysis on triplets with multi-word aspects or opinions in the ASTE

Model
14LAP 14RES 15RES 16RES

P R F1 P R F1 P R F1 P R F1
GTS 52.27 41.26 46.13 56.86 49.26 52.78 50.28 47.34 48.77 56.63 55.28 55.96

Span-ASTE 54.63 44.44 49.02 61.64 55.79 58.57 50.70 57.45 53.87 62.43 63.53 62.97
BMRC 54.43 43.11 45.32 61.24 56.33 59.12 51.48 57.26 53.92 67.32 64.76 58.61
Ours 55.81 44.74 49.67 62.47 57.34 60.34 52.76 58.24 55.37 65.78 65.95 65.86

Table 4. Experimental results of ablation study 
(The symbol ↓ (↑) are employed to indicate the change over the effect of our model. The n-s method denotes the negative 
sampling method.)

Model
14LAP 14RES 15RES 16RES

F1 F1 F1 F1
Full model 61.51 72.70 64.47 71.31

w/o O-A decoder 58.37(↓3.14) 69.28(↓3.42) 60.18(↓4.29) 67.22(↓4.09)
w/o A-O decoder 59.41(↓2.10) 70.43(↓2.27) 61.67(↓2.80) 68.47(↓2.84)
w/o n-s method 59.62(↓1.89) 70.49 (↓2.21) 61.86(↓2.61) 68.58(↓2.73)
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4.4.2 Effect of Multi-word Triplets 
We conduct experiments on the multi-word sentiment 

triplet which contains at least one multi-word aspects or 
opinions for the ASTE task. As shown in Table 3, multi-
word triplets pose a great challenge to all models. It is 
obvious that there is a significant decreasement in the 
model’s performance compared to the above. However, our 
model still achieves the better performance on almost all 
datasets. The main reason is that we address the complex 
correspondence between aspects and opinions, and fully 
consider the interrelationship between word span and 
multi-word spans. Meanwhile, to solve the challenge of 
traditional labeling tasks, we enumerate all possible spans, 
not only focusing on the relationship between each word, 
which is beneficial to the extraction of multi-word spans. 
In addition, we also adopt the negative sample method, 
which fully considers the syntactic information of multi-
word spans.

4.5 Ablation Analysis
We conduct ablation analysis on 14LAP datasets 

to validate the origination of our designed modules. 
From the Table 4, our enhanced bidirectional model 
outperforms unidirectional models, which clearly indicates 
the superiority of the collaboration in both A-O and 
O-A directions. No matter which direction the decoder 
is removed, the performance of our model will drop 
significantly. The average F1 score on four sub datasets 
decreases by 3.74% when the O-A decoder is removed. 
Similarly, the average F1 score decreases by 2.50% when 
the A-O decoder is removed. This could be caused by the 
more sentiment information in aspect spans than in opinion 
spans. Meanwhile, the average F1 score decreases by 2. 
36% when the negative sampling method is removed. 
Experiments show that the negative sampling method can 
effectively extract sentiment information in the sentence.

4.6 Parameter Sensitivity
In this section, we utilize grid parameter adjustment 

to analyze the effects of the three hyperparameters on 
our proposed model. Specially, to ensure the effect of the 
certain hyperparameters, we fix the others, just adjust one 
for the experiments.

The maximum span length LS. To investigate the 
performance with different entity lengths, we modify LS 
in the range of [2, 9] with a step of 1. In Figure 4, we 
observe that the proposed model is gradually improved 
with the gradual increase in the maximum span length. 
Furthermore, the performance of the extraction task tends 
to plateau and even fall when the LS reaches 6. Therefore, 
taking into account the training time and performance, it 
suggests that setting LS to 6 can be the optimal choice. 

The Dual-channel Pruning Threshold z. For 
the sentence with n tokens, the number of aspect and 
opinion candidate spans are both limited to nz , so that the 
computational cost varies with the change of the threshold 
z obviously. As illustrated in the Figure 5, the average 
performance of model increases with z and stabilizes at 
0.5, so we select z = 0.5.

Figure 4. Study on the maximum span length LS 

Figure 5. Study on the confidence threshold z

Figure 6. Study on the negative sample number Nns 

The negative sample number Nns. We design the 
negative sampling method to optimize our model. From 
the Figure 6, the F1 scores are small at the beginning, 
but when Nns increases to 10, the F1 scores continue to 
increase with the number of negative samples, and then 
tend to be stable. Considering the computational pressure 
of the model, we set Nns to 10.

4.7 Case Study
In order to express the superiority of our model, we 

show four sentences from ASTE-Data-V2 dataset with the 
ground truth. Meanwhile, our model is compared with the 
current state-of-the-art model. The final results are shown 
in Table 5.

In the first and the second sentence, there is a one-to-
many correspondence between the aspects and opinions. 
In this case, GTS and BMRC fail to extract all sentiment 
triplets. However, our model exactly extracts all triplets 
in the S2 and S3 and successfully handle the one-to-many 
correspondence between the aspects and opinions. In 
addition, for the many-to-one correspondence between the 
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aspects and opinions in the third and fourth sentences, our 
model also achieves the better performance. GTS detects 
“the shrimp fritters” by mistake, and both GTS and BMRC 
fail to extract all sentiment triplets. The results of our 
model indicate it takes account in syntactic information 

and semantic information and overcome the complex 
correspondence between the aspects and opinions. 
Meanwhile, it also achieves great performance in multi-
word triples.

Table 5. Case study of ABSA task (Correct and Wrong results are labeled with  and  respectively.)

Sentences Ground truth GTS BMRC Ours

1. It feels cheap, the keyboard 
is not very sensitive.

(keyboard, cheap, NEG), 
(keyboard, not very 
sensitive, NEG)

(keyboard, cheap, NEG), 
(keyboard, sensitive, POS)

(keyboard, cheap, NEG),  (keyboard, cheap, 
NEG), (keyboard, not 
very sensitive, NEG)

2. The salads are delicious, 
both refreshing and very 
spicy.

(salads, delicious, POS), 
(salads, refreshing, POS), 
(salads, spicy, POS)

(salads, delicious, POS), 
(salads, refreshing, POS), 

(salads, delicious, POS), , 


(salads, delicious, 
POS), (salads, 
refreshing, POS), 
(salads, spicy, POS)

3. For appetizers, I 
recommend the shrimp fritters 
and dumplings.

(shrimp fritters, recommend, 
POS), (dumplings, 
recommend, POS)

(the shrimp fritters, recommend, 
POS), (dumplings, 
recommend, POS)

, (dumplings, recommend, 
POS)

(shrimp fritters, 
recommend, POS), 
(dumplings, recommend, 
POS)

4. We have been to this place 
many times, and always have 
great food, wine, and service.

(food, great, POS), (wine, 
great, POS), (service, great, 
POS)

(food, great, POS), , (service, 
great, POS)

(food, great, POS), ,  (food, great, POS), 
(wine, great, POS), 
(service, great, POS)

5  Conclusion

In this paper, we propose a span-based enhanced 
bidirectional extraction network to harvest triplets from 
review sentences. The proposed model can handle the issue 
of the recent researches which only rely on the interaction 
of each word and address the challenge of handling multi-
word terms to a certain extent. 

The proposed framework generates all possible spans 
on the sentence as the candidates, and takes an end-to-end 
manner to extract aspect sentiment triplets which not only 
address the error propagation, but also effectively deal with 
the situation of multiword. Meanwhile, the dual-channel 
pruning strategy is introduced to choose the correct spans 
and reduce the computational cost. Moreover, we deploy 
two decoder module which each module contains an 
aspect and opinion decoder. These decoder modules are 
capable of modeling the span relationships and performing 
bidirectional decoding for both A-O and O-A directions. 
Experiments on four benchmark datasets reveal the better 
performance of our framework compared to the baselines.  

However, our method still exists certain limitations, 
such as the poor generalization of triplets containing 
implicit information and insufficient diversity by negative 
sampling method. In the future, we plan to plan to employ 
a multi-task learning network to enhance our model by 
leveraging the interaction between subtasks. Currently, 
there exists a noticeable performance gap between 
common triples and triples involving implicit information, 
which presents a promising avenue for future research 
and improvement. In addition, how to empower the model 
to deal with complex triplet cases in common real-world 
scenarios is also the focus of our future research.
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