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Abstract

In recent years, the incidence of stroke has been 
increasing and showing a trend of younger people. Based on 
the distributed stroke risk assessment modeling scenario, this 
paper solves the problems of insufficient data and difficult 
data sharing in medical institutions through federated 
learning. Considering the features of structured data, the 
proposed algorithm takes the non-neural network model as 
the base model, and combines bagging and gradient boosting 
algorithms to achieve model updating and aggregation. This 
paper also proposes the model pruning method to realize 
the personalization of each participant’s model and reduces 
the data transmission cost of the algorithms by separating 
the weight matrix of the model and the model parameters. 
Experiments show that the proposed method greatly 
outperforms existing baseline approaches according to the 
predictive results, and the accuracy of the personalized model 
and the global model in the International Stroke Trial (IST) 
dataset reaches 78.20% and 76.85%, respectively, which has 
broader application scenarios.

Keywords: Stroke, Non-IID data, Personalized federated 
learning, Ensemble learning, Machine learning

1  Introduction

Stroke is an acute cerebrovascular disease, which has a 
high fatality rate and disability rate [1]. In China, the annual 
death toll caused by stroke is about 1.6 million, accounting 
for about 1.57% of the total population, which means that 
stroke has surpassed heart disease as the main cause of 
death [2]. Furthermore, according to the American Heart 
Association (AHA), 15 to 30 percent of stroke survivors 
will face permanent disability. In terms of the great harm of 
stroke to life and health, it’s of great significance to identify 
the risk of stroke in non-patients and to predict the prognosis 
of patients after treatment. 

At present, medical institutions often have the problem 
of insufficient data and difficult data sharing when applying 
big data algorithms, and general neural network is difficult to 
utilize its advantages in small-scale structured data due to its 

own features and interpretability issue. Therefore, we propose 
a personalized federated ensemble learning algorithm in this 
paper. Our primary contributions can be summarized into 
three-fold: (1) Aiming at the shortcomings of general neural 
network in structured data, traditional machine learning 
models are integrated into federated learning framework. 
On this basis, the model is updated by integration algorithm. 
(2) At the same time, in order to avoid the influence of Non-
Independent and Identically Distributed (non- IID) data, the 
proposed algorithm simplifies the structure of the global 
model through model pruning on the local data of each 
participant, so as to obtain the local model with personalized 
structure. (3) The proposed algorithm can reduce the 
communication cost of the above steps by separating the 
weight matrix of the model and the model parameters, and 
makes the algorithm have a wider application scenario. 

Experiments are conducted on the global model and the 
personalized model on the open non-IID dataset. Compared 
with some existing methods, experiments show the model 
trained by the proposed algorithm has better predictive 
performance. It’s concluded that the proposed federated 
learning algorithm has certain advantages in the modeling of 
structured data among medical institutions, which provides a 
new scheme to solve the difficult problem of data sharing in 
stroke risk assessment.

2  Related Works

With technological innovations and progressions, lots of 
researchers focus on the applications of machine learning 
algorithms on risk prediction and prognosis of stroke and 
related cardiovascular diseases, and further use ensemble 
learning to combine multiple classifiers, which can result in 
a strong classifier that performs better than any single model 
[3]. 

Weng et al. [4] compared RF and GBDT with non-
ensemble models including ANN, and the research results 
proved that ensemble learning significantly improved 
the accuracy of cardiovascular and cerebrovascular risk 
prediction. In [5], Heo et al. collected data on 2604 stroke 
patients and recorded their recovery after 3 months, using 
mRS scores as a standard to measure the long-term prognosis 
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of patients. Based on this data, three modeling algorithms, 
ANN, RF and LR, were used to make long-term prognosis, 
and achieved better prediction effect in comparison with 
ASTRAL prognosis score widely used clinically [6]. Al-
Mekhlafi et al. [7] used health records and MRI images for 
early diagnosis of hemorrhagic stroke, and RFE + RF and 
AlexNet + SVM algorithms were used to train the models on 
structured data and image data respectively, and get excellent 
performance. Reddy et al. [8] designed three different 
attribute evaluators to select their respective optimal attribute 
subsets before model training, and three different attribute 
subsets were then used to train different machine learning 
models in the model training stage, and the accuracy of heart 
disease risk prediction was improved after the integration of 
these models. Jakhar et al. [9] applied the Stacking method 
to tumor diagnosis, and several machine learning models 
were used as the base classifier, including RF, Adaboost 
and GBDT. In 2023, Wang et al. tried to mine the predictive 
factors related to the survival after one year of stroke from 
clinical data, and used multiple logistic regression to screen 
clinical feature variables in the study [10]. Several machine 
learning methods, including LR and ensemble learning, 
were used to build death prediction models, among which 
XGBoost [11] based prediction models were shown to help 
physicians make more accurate clinical decisions.

The full performance of the model often needs high 
quality data support. At the same time, some problems 
caused by data, such as privacy, gradually emerged [12]. 
In the medical field, the protection of patient privacy is an 
important principle for research. Federated learning avoids 
direct private data transmission by sharing model parameters. 
In order to alleviate the non-IID feature of data from all 
participants, personalized federated learning has become 
the focus of federated learning research. The research focus 
of personalized federated learning is how to update the 
whole model in the case of non-IID data and how to assign 
a personalized model that is more suitable for local data 
distribution to each participant [13]. 

In 2020, Li et al. proposed FedProx. In order to solve the 
problem of drift global optimization caused by non-IID data, 
FedProx set the regularization term of local optimization 
for each participant to limit the adverse impact of local 
optimization on the global model [14]. In the same year, 
Wang et al. proposed FedNova. Based on FedAvg [15], 
FedNova weighted the local model parameters according 
to the amount of data of each participant before each epoch 
of model aggregation, so as to balance the influence of all 
participants on the global model [16]. Gradient-boosted 
trees is considered to be the optimal solution for structured 
data modeling in most cases [17]. In 2021, Wang et al. [18] 
proposed a personalized federated learning algorithm based 
on GBDT: Gradient boosting forest (GBF). In the case 
of non-IID data, GBF outperforms traditional encryption 
schemes in terms of privacy protection and algorithm 
performance. In 2022, Gao et al. replaced the tree-based 
communication scheme with a completely gradient-based 
communication scheme, and compressed the intermediate 
information to obtain good model performance and 
communication cost while combining GBDT and federated 

learning [19]. In 2020, Wu et al. [15] proposed FedHome, the 
first personalized federated learning framework in medical 
scenarios, which provides a personalized health detection 
model for different families. In 2021, Thwal et al. applied 
personalized federated learning in clinical decision support 
systems to realize large-scale clinical data mining while 
ensuring patient privacy security and overcoming the risk of 
cyber attacks [20]. In 2023, Gu et al. proposed a federated 
transfer learning algorithm for efficient communication, 
which can combine healthcare data from multiple sources 
to train risk prediction models for the target population, 
addressing important challenges including population 
heterogeneity and data sharing difficulties [21].

3  Proposed Approach

In this paper, we propose a personalized federated 
ensemble learning framework and solve the problems 
existing in stroke federated learning through the following 
points: Firstly, referring to the existing federated GBDT 
algorithm [18], this paper proposes a model aggregation 
algorithm based on ensemble learning. All participants can 
employ different machine learning algorithms beyond neural 
networks to adapt to structured data features and obtain 
better performing predictive models. Secondly, inspired 
by the existing model structure simplification scheme, 
this paper realizes the ensemble model personalization by 
adjusting the different weights of a single classifier. The non-
IID data problem in stroke federated learning scenario can 
be effectively solved on the basis of the above aggregation 
algorithm. Finally, in order to achieve the above goals, 
parameters will be uploaded and downloaded twice for each 
epoch in the algorithm. By maintaining a weight matrix 
locally to reduce communication costs, participants ensure 
wider applicability of the algorithm.

Figure 1. Personalized federated learning algorithm framework for 
stroke

The algorithm framework is shown in Figure 1. After 
global initialization, each epoch of the federated learning 
algorithm will contain the following operations: (1) First 
upload: Participants verify the current global model on local 
data, use the residual of the global model as a response 
variable to train the new model, and upload to the server. 
The operation corresponds to steps 1 and 2 in Figure 1. (2) 
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First download: The server uses Bagging to integrate the 
models uploaded by all participants, and uses the global 
proportion of the amount of data owned by each participant 
as the model weight. After that, each participant receives 
the current epoch of the ensemble model sent by the server. 
The operation corresponds to steps 3 and 4 in Figure 1. (3) 
Second upload: each participant verifies the fitting effect of 
the received ensemble model on the local data and prunes the 
received ensemble model according to the error. The pruning 
results will be updated to the local personalized models 
and uploaded to the server at the same time. The operation 
corresponds to steps 5 and 6 in Figure 1. (4) Second 
download: The server aggregates the model pruning results 
uploaded by all participants, and updates the model weights 
in the global model based on this. The server then shares the 
updated model weights with the participants and integrates 
the model generated by this epoch of Bagging into the global 
model using gradient boosting. The operation corresponds to 
steps 7 and 8 in Figure 1. 

Finally, each participant synchronously updates the global 
weight matrix based on the received weights to end the 
current epoch. Based on the above operations, the proposed 
algorithm will be described in details in the following three 
subsections.

Figure 2. Principal component density curves of data in each region 
after feature dimension reduction

3.1 Model Aggregation Method
We propose a horizontal federated learning framework 

consisting of one server and N medical institutions 
(participants). The kth participant whose sample size is nk 

has the local dataset Dk = {(xk,i, yk,i)}, i ∈ [1, nk], and the loss 
function of the global model is defined as follows:
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Where f0(xk,j) is the output of the global model when the 
input feature vector is xk,j, and the loss function l quantifies 

the error between the predicted value and the ground true 
label.

In each global epoch, participants use gradient boosting 
to train a new machine learning model locally. Firstly, each 
participant verifies the global model of the previous epoch 
on the local data. In the t th epoch, for the sample {xi, yi}, the 
prediction result of the global model is:
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Where j
kw  is the weight of the model trained by the k th 

th participant in the j th global epoch in the current global 
model. j

kf (xi) is the model output when input feature vector 

is xi. If t = 0, the initialization is performed, that is, ŷ =0.
Therefore, in the t th epoch, the optimization objective of 

the global model is:
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Where Ω( t
kf ) is regularization term to avoid overfitting 

of the model. 
The global model in the federated learning framework is 

aggregated from the local model of each participant, and the 
loss of the global model is divided among the participants and 
optimized by new models trained by participants. Since the 
training data is not shared, the participants will use the output 

t
kf (xi) of the local model instead of the output 1 ( )K t t

k k k iw f x=Σ
of the global model of the current epoch. Therefore, based on 
the above global optimization objectives, the loss function of 
the model trained by each participant in the algorithm in the 
t th epoch is:
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The above loss function can be understood as that, in 
each epoch of model training process, each participant in 
federated learning trains a new model to fit the residuals of 
the global model on local data. 

In the actual situation, each medical institution has 
different amounts of data, and the trained model is more 
globally representative for participants with more samples, 
while participants with less data are prone to overfitting 
during model training, resulting in degraded global model 
performance. Therefore, we first weight each participant’s 
model according to their data volume to balance the 
differences in the distribution of data volume to a certain 
extent. The weights of the model trained by each participant 
after the first weighting are:
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After participants complete the training of the local 
models, the models trained in this epoch are uploaded to the 
server, and the server needs to carry out weighted integration 
of these models. For the input data feature vector x, the 
output of the global model is as follows:
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In the server, new models uploaded for each epoch 
will be integrated by Weighted Bagging for global gradient 
boosting.

3.2 Personalized Model Method Based on Classifier 
Pruning
Model weighting based on the amount of data can 

mitigate the non-IID impact to some extent, but non-IID 
features are not only reflected in the difference in the amount 
of data, and each participant needs to prune the model to 
obtain a personalized model that is more suitable for the 
local data distribution. This section realizes the ensemble 
model personalization in the federated learning framework 
by adding an extra model upload and download step in each 
epoch. 

Specifically, participants prune models based on their 
performance on local data, and eliminate models that perform 
poorly. As with most federated learning algorithms, the 
server shares the results of the model aggregation, and each 
participant calculates the residual of the global model on the 
local data before this epoch and uses the mean square error to 
measure the performance of models in fitting the residuals in 
current epoch, which is defined as follows:
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Where ,
t
k ke ′  is the fitting error of the model trained by 

participant k on the dataset of participant k′ in epoch t. Each 
model will be sorted according to the magnitude of the error. 
By setting the global parameter p, each participant prunes the 
ensemble model of the current epoch and deletes [(1 − p) ∗ k′] 
models with large errors, where [] is the rounding function. 
The result of the personalization selection is uploaded to the 
server in the form of a binary vector, which can be defined as 
follows:
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∗ k′]. In the personalized model of participant k, the model 
weights of participant k′ of current epoch is:
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Model pruning results of all participants on the server are 
aggregated to obtain the global model selection result:
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The server needs to standardize the selection result of all 
participants to generate new weights of the models of current 
epoch. In the weighted global model, the model weight of 
participant k of current epoch can be defined as follows:
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At the same time, new weights will be shared among 
the participants at the end of current epoch, completing 
the synchronization of the global model. By adding weight 
aggregation for personalized models, the global model can 
synchronize the model information of each participant in 
time and obtain better predictive performance. Participants 
then start model updating for a new epoch on this basis until 
the scheduled epoch is completed.

3.3 Communication Cost Optimization
Each participant will maintain and update both the global 

model and the local personalized model at the same time. 
Considering that the parameters of a single model are not 
changed in the global iteration, The algorithm shares the 
weight matrix globally instead of the model, avoiding the cost 
loss caused by repeated transmission of model parameters.

The specific approach includes: in the initialization 
process, there are N∗T decision tree models in total, the 
server initializes the global weight matrix M0 of N∗T, and 
each participant initializes two N∗T weight matrices M0,k 
and Mk locally. After the first upload and receive process 
of each epoch, the server and each participant use gradient 
boosting to integrate the model trained by each participant 
in the current epoch, and then in the model selection process 
of the participant, each participant updates the binary vector 
of the selected result in the local weight matrix, instead of 
modifying the structure of the ensemble model. Similarly, 
in the second receive process, the server only needs to share 
weight vectors of the current epoch of the ensemble model, 
and each participant update received weight vectors to the 
weight matrix of global model which is maintained locally. 
Related algorithm is given in the Algorithm 1.
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Algorithm 1. Personalized federated learning algorithm for stroke

Input: server S, participant C = {c1, c2, …, cN}, dataset D1, D2, …, 
DN, Global epoch T, and model selection rate p.
Output: global model f0 , personalized model {f1, f2, …, fN}
1 global initialization: the server collects data of each participant 
{n1, n2, …, nN}, and initializes the model set F0 and the weight 
matrix M0. The participant initializes the model set Fk , the global 
weight matrix M0,k , and the personalized weight matrix Mk (k ∈ [1, 
N]). The server sends data weight matrix * * *

1 2[ , ,..., ]TNw w w to each 
participant.
2 For each global epoch t (t ∈ [1, T]), the loop calls 3 through 6.
3 Each participant calculates the global model loss Lt on the local 
data according to formula (4) and t

kL on the local data according to 

formula (5), creates a new model t
kf  on the local data, and uploads 

t
kf .

4 The server adds the received model to F0 , updates the global 
model f t according to formula (6) and formula (7), and sends the 
current epoch of model { 1

tf , 2
tf ,…, t

Nf }.

5 Each participant adds { 1
tf , 2

tf ,…, t
Nf } to Fk , calculates the 

fitting error { ,0
t
ke , ,1

t
ke ,…, ,

t
k Ne } according to formula (8), sorts 

{ 1
tf , 2

tf ,…, t
Nf } according to the fitting error, obtains the model 

selection vector t
kv  according to formula (9), calculates the 

personalized weight by formula (10), adds it to Mk , and uploads t
kv  

to the server.
6 The server calculates the weight [ 1

tw , 2
tw ,…, ]t T

Nw  of the model 
of the current epoch according to formula (4) and sends it to all 
participants, and updates it to M0 . Each participant completes 
synchronization of M0,k  and M0 after downloading data.
7 The model in server F0 matches the weights in M0 , and obtains 
f0  according to formula (14). Each participant combines Fk  and Mk 
and gets fk  according to formula (15).

After all epochs are completed, the weight matrix of the 
global model in the server is defined as follows:

0 *[ ]kt N TM m=                                  (13)

Where mkt = t
kw  (k ∈ [1, N]), t ∈ [1, T], and the output of 

the global model for the feature vector x is:
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Similarly, participant k updates the personalized 
weight matrix Mk  according to ,

t
k kw ′ , and the output of the 

personalized model for the feature vector x is as follows:
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At the beginning of the next epoch, participants can 
complete synchronization with the global model on the server 
by combining global weights and saved models.

4  Experimental Results and Analysis

Experiments mainly verify the effectiveness of the above 
algorithms by simulating the stroke federated learning 
scenario among medical institutions on IST dataset [22]. For 
the existing federated aggregation algorithm, personalized 
federated algorithm, and federated learning algorithm based 
on traditional machine learning models, the experiments 
replicates these representative methods and compares them 
with proposed algorithms, and experimental results present 
that the proposed algorithms can achieve better performance 
than other baseline algorithms.

4.1 Datasets
IST was a large prospective trial conducted by the 

University of Edinburgh in Scotland from 1992 to 1996, 
which eventually builds a database containing stroke 
prognosis data from medical institutions. Data are collected 
at three key time points in the outcome of stroke patients: 
at the start of the trial (the admission stage), half a month 
in hospital (the discharge stage), and six months later (the 
follow-up stage). The dataset contains information on 19,435 
patients diagnosed with acute ischemic stroke, with no 
missing baseline data and less than 1% missing follow-up 
data. This high-quality large dataset supports the exploration 
of the clinical course, long-term prognosis, and association of 
risk factors for stroke. It is worth mentioning that the data are 
collected from medical institutions in different regions and 
labeled manually. In this paper, samples of different regions 
are used as data for various participants in federated learning, 
and the federated learning framework is constructed on this 
basis.

4.2 Non–Independent and Identically Distributed 
Validation
One focus of personalized federated learning research is 

to reduce the impact of non-IID data on model aggregation. 
Therefore, in order to ensure the validity of the experiments, 
this section requires the validation of non-IID features among 
data of different regions. 

First, one preliminary validation is carried out by data 
visualization. Since the medical dataset has a high feature 
dimension, it’s difficult to directly visualize the distribution 
of sample points, so we first reduce the dimensionality of 
the dataset and visualize non-IID features of the data by 
comparing data feature density curves after dimensionality 
reduction. As shown in Figure 2, after normalizing each 
feature, Principal Component Analysis (PCA) is used to 
reduce the dimensionality of the data, and then some data 
are randomly selected to visualize their density curve of 
the first principal component. It’s worth noting that both 
normalization and PCA operations are performed on global 
data, which means that the transformation and linear 
combination processes of different datasets are the same. 
On this basis, there is a significant difference in the density 
distribution of the first principal component of randomly 
selected data.

On the basis of visualization, the experiment further 
quantifies the non-independent and identical distribution 
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among the data according to indicators. Jensen-Shannon 
Divergence (JS Divergence) is often used to measure the 
difference between two distributions [23]. For the two 
distributions Pi and Pj , JS divergence is calculated as:

1 1 1 1( || ) ( || ( )) ( || )
2 2 2 2

( )JS i j KL i i j KL j i jD P P D P P P D P P P= + + + (16)

Where DKL is KL divergence [24], and taking the 
distribution difference on the label as an example, the KL 
divergence can be calculated as:

( )1( ( )) ( ) log
12 ( )( )
2

i
KL i i j y i

i j

P y
D P P P P y

P P y
γ∈

 
 

+ = Σ  
 + 
 

               (17)

Where Pi(y) represents the probability that the sample is 
labeled as y on the dataset with region number i. Therefore, 
the greater the JS divergence, the greater the difference in 
the distribution of the data, and usually the JS divergence is 
less than 0.1, which means that the data comes from the same 
distribution.

In this section, the data of some regions are selected, and 
their JS divergence on the label distribution is calculated in 
pairs, and the heat map is plotted as shown in Figure 3, and 
JS divergence of the labels between the data in most regions 
is higher than 0.2, which means that there are significant 
distribution differences in the data in various regions.

Figure 3. Heat map of the JS values of the data label of different 
regions

4.3 Global Model Comparison Experiment
According to two research focuses of personalized 

federated learning, evaluating algorithm performance should 
start from the following two aspects: the fitting of the global 
model to the global data and the prediction performance of 
the personalized models on the local data of the participants, 
so as to verify the superiority of the algorithm in model 
aggregation and personalization.

In this section, experiments are conducted to compare 
and verify the personalized federated ensemble learning 
algorithm. Based on the features of structured data, In the 
baseline methods based on neural network adopted in this 
section, a fully connected network with three hidden layers 
is selected as the base model. The proposed method and the 

baseline methods based on the traditional machine learning 
all use the decision tree model as the base model for iterative 
training.

In the experiments of this section, the control group 
algorithms reproduced on the IST dataset includes: (a) 
FedAvg [15], a classical federated learning algorithm. (b) 
FedProx [14], an aggregation algorithm that restricts the 
update of the participant models and introduces regularization 
to reduce the distance between the local and the global 
models, so that the optimization direction of the global model 
doesn’t have a large deviation in the training process. (c) 
FedNova [16], a federated learning algorithm for weighted 
aggregation of model parameters of all participants, sets 
higher weights for local models with more steps by setting a 
globally uniform batch size. (d) GBF-Fed [18], a federated 
learning algorithm based on GBDT, uses CART decision tree 
as a training algorithm for each participant.

In the experiment, the data of each participant is split 
to obtain the test data, that is, the test data of the global 
model is obtained through regional stratified sampling. In 
order to ensure the reliability of the experimental results, the 
experiment sets different numbers of participants, performs 
multiple sampling under the same number of participants, 
generates different regional combinations to conduct multiple 
experiments, and compares the average results of the test 
results. Four experiments with the number of participants of 
5, 10, 15, and 20 are set respectively. Each experiment carries 
out 100 times of global model sharing, and the number of 
local iterations in each sharing epoch is 10. Table 1 shows the 
accuracy rate and AUC value of each algorithm with different 
number of participants.

Figure 4. Accuracy curve of each algorithm in a single experiment

Figure 4 shows the change curves of global model 
accuracy of each federated learning with global epochs in 
a single experiment when the number of participants is 10. 
Due to the excellent performance of decision tree models 
on structured data, the two methods using the decision tree 
as the base model (GBF-Fed and Proposed) have faster 
convergence speed and higher final accuracy. Compared 
with the other three methods, the accuracy of these two 
methods fluctuates less during the training process, because 
the methods based on neural network directly update the 
parameters of the current global models, while these two 
methods continuously integrate participants’ models for 
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model aggregation and integrate them into the current global 
models, and the model parameters of the previous epoch are 
not changed in the subsequent epochs, so the accuracy curve 
changes more stable.

Figure 5 shows the accuracy changes of algorithms 
with different number of participants. When the number 
of participants is small, the global data amount is small, 
and the model performance is difficult to give full play to. 
Therefore, when the number of participants increases to 10, 
the accuracy and AUC values of each algorithm are higher 
than the control group with the number of participants of 
5. When the amount of participants are 15 or 20, the total 
amount of global data is sufficient, but the accuracy of all 
federated learning algorithms starts to decrease, except for 
the centrailized method. The accuracy of the centralized 
method increases as the number of participants increases 
and eventually becomes saturated. The reason for adding 
the centralized method in Figure 5 is to demonstrate that the 
decline in the performance of federated learning algorithms 
after more than 10 participants is mainly affected by non-
IID feature of each participant, excluding interference from 
other factors. Moreover, the accuracy of the three algorithms 
based on neural networks (FedAvg, FedProx and FedNova) 

has decreased more significantly than that of the other two 
algorithms (GBF-Fed and Proposed). It can also be seen 
in Table 1 that the classification accuracy of the proposed 
method is better than those of baseline methods when AUC 
values are close, because the decision tree model constantly 
splits nodes, which is more suitable for binary classification 
tasks than the neutral network.

Figure 5. Accuracy of algorithms with different number of 
participants

4.4 Personalized Model Comparison Experiment
In this section, the prediction results of local test samples 

are calculated based on all participants’ personalized models, 
and the evaluation indicators of the models were compared.

The control algorithms used in this section mainly 
include: (a) FedAvg [15], a classical federated learning 
algorithm. (b) Federated transfer learning algorithm FedPer 
[25], whose personalized model consists of a base layer and 
a personalized layer. (c) Federated distillation algorithm 
FedMD [26], whose local model is generated by model 
distillation of the global model after the participants receive 
the global model, that is, the global model can be regarded as 
the teacher model of all the participant models. (d) GBDT-
based federated learning algorithm GBF-Fed, where each 
participant has a local personalized GBDT model.

Due to the different amount of data of each participant, 
the calculated indicator will be linearly weighted by the 
amount of data as the final result, which can be regarded as 
the prediction values obtained by using different personalized 
models to predict the corresponding regional data in the 
global validation data. Table 2 shows the weighted accuracy 
and AUC value of the personalized models obtained by 
different algorithms with different numbers of participants.

As shown in Figure 6, except for FedAvg, other 
personalized algorithms don’t show the decrease in accuracy 
caused by non-IID data when the number of participants 

exceeds 10, which means that these algorithms can avoid 
non-IID influence to a certain extent. When the number of 
participants changes, the accuracy of the proposed method 
changes by up to 1.21%, which is much smaller than that of 
other algorithms. Compared with GBF-Fed algorithm which 
also uses the decision tree, the proposed algorithm uses local 
data for model pruning to avoid global update that may cause 
performance degradation when the number of participants 
is small, and can selectively aggregate the global model to 
improve the prediction effect on local data.

Figure 6. Accuracy of each algorithm’s personalized model with 
different number of participants
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In order to avoid the large amount of data in a certain 
region and the indicator cannot reflect the application effect 
of algorithms on different regional data, the average accuracy 
and AUC value of the personalized models are supplemented 
by Table 3.

According to Table 2 and Table 3, proposed personalized 
algorithm can obtain better performance than the baseline 
algorithms under calculation methods of different indicators, 
which verifies the superiority of the proposed algorithm in 
federated learning modeling of structured data. Especially 

when the number of participants is small, the performance 
of the decision tree-based approaches are much higher than 
those of other three neural network-based algorithms, because 
the algorithm of traditional machine models generally 
requires less training data than the neural network. Therefore, 
combining the traditional machine learning model with the 
federated learning algorithm can avoid the deficiency of 
the traditional federated learning algorithm which is highly 
dependent on the amount of global data, and better solve the 
problem of insufficient data in medical institutions.

5  Conclusion

Based on the research direction of stroke risk assessment, 
we propose a personalized federated ensemble learning 
algorithm to solve the problem of insufficient data and 
difficult data sharing in medical institutions. Considering 
the features of structured data, we combine the non-
neural network model with federated learning, train new 
models of all participants in each global epoch by gradient 
boosting algorithm, and use the bagging algorithm on the 
training results to update the global model. Also, a model 
pruning method is proposed for model personalization. In 
addition, each participant maintains and updates both the 
global model and the local personalized model to reduce 
the communication costs of the preceding steps. Finally, we 
conduct comparative experiments on the global model and 
the personalized model respectively on the public non-IID 
dataset. Compared with some existing methods, the model 
trained by the proposed algorithm has better predictive 
performance, and it’s concluded that the proposed federated 
learning algorithm has advantages in the modeling of 
structured data among medical institutions. At the same time, 
the use of nonneural network model as the base model avoids 
the shortcomings of the federative learning algorithm based 
on general neural network in terms of the interpretibility 
and the amount of training data, and is more suitable for the 
actual needs of stroke risk assessment. 
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