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Abstract

This study explores and evaluates the effectiveness 
of various abnormal event detection techniques in video 
surveillance, addressing challenges such as intrusions, 
accidents, and suspicious activities. Through a systematic 
review of related papers, the study reveals the prevalence of 
traditional methods like background subtraction and motion 
detection despite their limitations in complex scenarios. It 
highlights the increasing use of deep learning techniques, 
particularly CNNs and RNNs, which show promise but 
require substantial labeled data. The findings underscore the 
importance of selecting proper detection techniques based on 
specific surveillance scenarios and emphasize the need for 
extensive labeled datasets for deep learning methods. The 
originality of this study lies in its comprehensive review and 
comparison of various abnormal event detection techniques, 
providing valuable insights and practical implications for 
advancing video surveillance systems.
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1  Introduction

Abnormal event detection (AED) in video surveillance 
is an important area of study that has big effects on public 
safety and security. People need to watch live feeds or 
playback recorded footage on traditional video surveillance 
systems to spot strange or suspicious activity. Modern 
surveillance systems, on the other hand, produce so much 
video data that monitoring by hand is both impractical and 
prone to mistakes. Because of this, automated techniques for 
finding strange events have been created [1]. These include 
the application of computer vision and machine learning to 
look at video streams and find strange events in real-time. 
One of the biggest challenges in detecting abnormal events 
is defining what constitutes an abnormal event. Strange 
things can happen in a lot of different ways depending on the 
situation and surroundings [2].

This paper addresses AED by providing a systematic 
review. Several approaches have been proposed for AED 
in video surveillance [3]. One common method is to use 
supervised machine learning algorithms, like Naive Bayes, 
K-nearest neighbors, support vector machines (SVMs), 
or deep neural networks, to train models with labeled 

data indicating normal and abnormal events [4]. A major 
challenge of supervised learning is the need for a vast amount 
of labeled data, which can be both difficult and expensive to 
acquire. In contrast, unsupervised learning trains algorithms 
on unlabeled data to identify patterns and detect anomalies.

Autoencoders are neural networks trained to reconstruct 
input data and are often used for AED in unsupervised 
learning. Anomalies are identified when the reconstruction 
error surpasses a predefined threshold [5]. Unsupervised 
learning methods are advantageous because they don’t 
require labeled data, but they may not be as effective at 
detecting complex or rare abnormal events as supervised 
methods.

Deep learning techniques, such as convolutional neural 
networks (CNNs), recurrent neural networks (RNNs), and 
generative adversarial networks (GANs) are increasingly 
popular for AED. Deep learning models are good at finding 
unusual patterns in video data due to their ability to learn 
complex spatiotemporal patterns [6]. However, these models 
typically require substantial computing power and large 
amounts of training data.

Beyond algorithmic approaches, researchers are exploring 
the use of multi-modal sensor fusion in AED [7]. By 
integrating video data with information from other sensors, 
such as audio, thermal, or motion sensors, surveillance 
systems can more easily detect events and reduce false 
alarms. Combining advanced machine learning and computer 
vision techniques is essential to address the complex 
challenge of AED. Despite significant progress in recent 
years, many issues and research questions remain unresolved. 
Enhancing the reliability and robustness of AED techniques 
will improve the effectiveness and trustworthiness of video 
surveillance systems.

In the remainder of this paper, we will present the 
background knowledge in Section 2 and highlight the most 
effective event detection methods in Section 3. Section 4 will 
discuss the application domains, while Section 5 will suggest 
future research directions. Finally, the concluding remarks 
will be provided in Section 6.

2  Background Knowledge

Video surveillance technology is utilized in various fields, 
including healthcare, transportation, and security, primarily 
to monitor activities, detect anomalies, and ensure safety. It 
involves the automated detection of abnormal events in video 
footage.
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There are two primary types of abnormal detections in 
video data: single-scene and multi-scene. In single-scene 
detection, the environment remains consistent, meaning the 
background, lighting conditions, and typical activities do 
not change much. Conversely, in multi-scene detection, the 
environment changes significantly across different scenes. 
The multi-scene detection is more challenging than the 
single-scene detection.

In video surveillance, various kinds of anomalies must 
be considered based on the appearance, motion, trajectory, 
and interaction of objects within a video scene [8]. These 
anomalies include: 

Appearance-only anomalies: These occur when an object 
appears unusual within a scene.

Motion-only Anomalies: These involve unusual motion of 
an object within a scene.

Trajectory anomalies: These involve unusual object 
trajectories within a scene.

Group Anomalies :  These occur  due to  unusual 
interactions among objects within a scene.

Identifying anomalies based solely on appearance or 
motion necessitates the analysis of specific local regions 
within the video. On the other hand, detecting anomalies in 
trajectories involves examining video segments rather than 
individual frames. Lastly, identifying group anomalies is 
distinct from other types, as it requires an analysis of the 
relationships between different video regions. A graph-based 
technique, which models object relationships in video frames 
is commonly used for detecting group anomalies.

AED in video surveillance can be achieved through 
various methods [9]. A common approach involves using 
machine learning algorithms that train models to recognize 
patterns associated with normal and abnormal events. These 
algorithms analyze video frames to detect atypical changes in 
motion, appearance, or behavior [10]. The resulting models 
can then analyze real-time video feeds and issue alerts when 
anomalies are detected.

Figure 1 illustrates the anomaly detection process 
utilizing machine learning. During the training phase, raw 
visual data is first preprocessed, and features are extracted. 
A model representing normal activity is then developed 
from the extracted features across one or more video scenes, 
ensuring it contains no anomalies. In the testing phase, a new 
video (potentially containing anomalies) from the same scene 
is preprocessed, and the same features are extracted. These 
features, combined with the learned model and a trained 
classifier, are employed to detect anomalies and differentiate 
between normal and abnormal frames in the test video.

Figure 1. General block diagram of AED using machine learning

Another approach utilizes computer vision techniques, 
which extract features from video frames to identify 
anomalies. For example, optical flow algorithms can detect 
motion patterns, and background subtraction algorithms can 
identify objects that appear or disappear unexpectedly [11].

Real-life situations are complex and varied, making 
AED challenging. This requires robust algorithms capable of 
functioning in diverse settings [12]. Additionally, the quality 
of input data and the features extracted from video frames 
significantly impact the performance [13].

While research on AED techniques has advanced 
considerably, several gaps and challenges remain. A major 
issue is the lack of standard benchmarks or evaluation metrics 
for assessing the performance of these algorithms [14]. 
Another problem is the reliance on controlled environments 
and datasets in many studies, which may not be applicable 
in real-world scenarios involving dynamic lighting and 
obstructions [15].

Moreover, there has been insufficient research on the 
scalability and efficiency of AED algorithms. Further research 
is needed to develop scalable algorithms capable of quickly 
analyzing live video feeds from multiple cameras [16].

Another gap in the research is the limited focus on 
context-aware AED. Many studies analyze abnormal events 
in isolation, without considering the broader surveillance 
environment. Incorporating contextual information, such 
as the hour of day, geographical location, and lighting 
conditions, could enhance the accuracy of detection 
algorithms [17].

3  Abnormal Event Detection: Techniques 
and Evaluations

Detecting abnormal events in video surveillance 
employs various methods and algorithms, which can be 
categorized into traditional computer vision-based and 
deep learning-based approaches. Traditional computer-
vision-based methods use image processing techniques 
and apply fundamental concepts such as motion detection, 
background subtraction, object tracking, and appearance-
based detection [18]. Motion-based detection, akin to optical 
flow tracking, examines video motion patterns to identify 
sudden or unusual movements. Background subtraction 
identifies moving objects by removing the background from 
the current frame. Object tracking algorithms monitor objects 
over time, detecting anomalies when their paths or behaviors 
change. Appearance-based methods identify sudden 
changes in appearance, such as unexpected appearances or 
disappearances.

These traditional methods have their strengths and 
weaknesses, making them suitable for various scenarios. 
Motion-based detection is effective for detecting events 
involving noticeable motion changes and is particularly 
useful for identifying break-ins or unauthorized access to 
restricted areas [19].

Object tracking is valuable for monitoring the movement 
of specific objects over time, making it useful for scenarios 
where the primary goal is to observe the behavior of 
individuals or vehicles [20]. Appearance-based methods 
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are versatile and can be applied in various scenarios where 
anomalies might not involve significant motion changes [21].

Traditional machine learning techniques, such as SVM 
classifiers, GMM (Gaussian Mixture Model) clustering, 
K-means clustering, were initially used in AED with hand-
crafted features like Histogram of Oriented Gradients (HOG) 
and Histogram of Optical Flow (HOF) [22]. These methods, 
like traditional computer vision-based methods, suffer from 
high computational costs due to the extraction of manual 
features and are less adaptive to environmental changes. 

Deep learning-based methods, utilize neural networks 
to both extract features and detect anomalies. Despite 
their advancements, these techniques still face limitations. 
Conventional approaches often face difficulties in handling 
intricate situations, such as densely populated settings or 
fluctuating lighting conditions. Deep learning techniques 
necessitate a significant amount of labeled data for effective 
training and often demand considerable computational 
resources.

CNNs are widely favored for various image-processing 
tasks because they can automatically detect and learn 
spatial features. A standard CNN is composed of multiple 
fundamental components, such as convolutional layers 
for feature extraction, pooling layers for dimensionality 
reduction, and fully connected layers for classification. 3D 
CNNs are capable of extracting spatiotemporal features 
from video data, which makes them particularly useful for 
detecting anomalies [23]. The ability of deep learning to 
model intricate patterns in data through multiple layers of 
processing allows these algorithms to surpass traditional 
methods, delivering higher accuracy and faster processing 
speeds [51].

RNNs, which have cyclic connections within their neural 
network architecture, are designed to memorize previous 
inputs, allowing them to capture temporal information 
effectively in sequential data. Although RNNs can be trained 
to process images, they face challenges in distinguishing 
closely situated contrasting features. To overcome this 
problem, Long Short-Term Memory (LSTM) networks and 
bidirectional LSTM are implemented [24].

To reduce the overhead of labelling data, unsupervised 
learning models are trained using normal events, utilizing 
concepts such as reconstruction errors and generative models. 
The autoencoder architecture, which involves an encoder 
to compress the input data and a decoder to reconstruct 
the original input data, can be used to detect anomalies by 
identifying instances with high reconstruction errors.

The attention mechanism is an innovative technique that 
allows RNNs to concentrate on particular segments of the 
input sequence while making predictions. One attention-
based autoencoder network is proposed in [25] to detect 
anomalies.

GANs have gained popularity in recent years and have 
successfully achieved effective results in anomaly detection. 
A standard GAN consists of two primary parts: a generator 
that produces synthetic data and a discriminator that 
distinguishes between genuine and synthetic data. The GAN 
can learn the data distribution to identify anomalies. Several 
variants of GANs are applied for AED by incorporating 
techniques such as self-attention [26], deep spatiotemporal 

translation [27], and dual discriminators [28].
Both traditional computer vision-based and deep learning-

based approaches can generate false positives and may face 
challenges in real-time processing and scalability. Further 
research is needed on hybrid approaches that combine the 
strengths of both computer vision and deep learning methods 
[29]. Additionally, ensemble learning, which integrates 
multiple trained models, can significantly enhance the 
accuracy and robustness of the detection system. 

To handle large video datasets, a scalable technique based 
on weakly supervised learning [30] and multiple-instance 
learning (MIL) [31] can be employed. Using MIL, video data 
is segmented into segments (bags). A training model is built 
by identifying a bag as normal (negative) if all video frames 
in the bag are normal, and as abnormal (positive) if at least 
one frame is abnormal. 

Numerous publicly accessible datasets are available 
for training and testing anomaly detection. Researchers 
select specific datasets and evaluation parameters based on 
the application, as each dataset yields different results and 
outcomes. Commonly used evaluation measures include 
precision, recall, area under the curve (AUC), receiver 
operating characteristics (ROC), equal error rate (EER), and 
detection rate (RD).

Some popular datasets are briefly introduced as follows:
UCSD dataset [32]: This comprises various scenarios 

such as walking on the road and driving on the footpath. 
The videos capture events from various crowd scenes 
under different lighting conditions, weather conditions, 
and pedestrian densities, providing diverse scenarios for 
researchers. Additionally, the dataset includes both single-
pedestrian and multiple-pedestrian scenarios, further 
increasing the complexity of the detection task.

Avenue dataset [33]: This contains various video 
sequences captured from a fixed camera overlooking a 
busy street scene. The videos are labeled with ground truth 
annotations indicating the location and duration of the 
anomalies.

ShanghaiTech dataset [34]: This is a crowd-counting 
dataset that contains images of crowded scenes captured from 
various locations in Shanghai, China. The crowd scenes in 
the dataset include various situations such as people walking 
on the street, waiting in line, or attending crowded events.

Subway dataset [35]: This contains footage of 
underground train stations from entry and exit points. It 
captures abnormal behavior such as individuals walking in 
the wrong direction, lingering, suspicious interactions, and 
evading turnstiles.

4  Applications and Case Studies

The ability to spot abnormal events in video surveillance 
has numerous practical applications across various fields and 
situations. In security, AED is utilized to identify unusual 
behavior or activities in public places such as hospitals, 
supermarkets, and subway stations [36]. For instance, AED 
algorithms can assist security personnel in identifying 
individuals loitering in restricted areas or acting strangely, 
potentially indicating a security threat.
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In traffic management, AED monitors traffic flow and 
identifies accidents or traffic jams on highways and roads 
[37]. These algorithms can automatically notify authorities 
of accidents or road hazards, improving response times and 
enhancing traffic flow efficiency. For example, researchers 
utilized deep learning algorithms to detect abnormal events in 
traffic flow on a busy highway [38]. The algorithms analyzed 
video feeds from cameras along the highway to identify 
accidents, breakdowns, and other anomalies that could 
impede traffic.

In healthcare, abnormal event detection can monitor 
patient behavior and detect signs of distress or medical 
emergencies. Hospital room cameras equipped with detection 
algorithms can identify abnormal events. A study focuses on 
monitoring patients in the intensive care unit by analyzing 
video feeds from patient rooms to detect unusual behaviors 
or movements that may indicate a medical emergency [39]. 
The system alerted medical staff to potential issues, enabling 
prompt intervention and patient care.

In factories, AED monitors machines and equipment 
for signs of malfunction. Algorithms can analyze video 
feeds from cameras watching machinery to detect unusual 
movements or vibrations indicating potential issues [40].

The real-world impacts of AED in video surveillance 
are substantial, offering significant benefits across multiple 
fields. Improved security is a major benefit, as algorithms 
that detect abnormal events allow organizations to identify 
and address security threats in real-time. This capability 
helps prevent theft, vandalism, and other crimes, ensuring a 
safer environment for employees, customers, and the public. 
Additionally, AED can yield cost savings and improve 
operational efficiency [41].

Early detect ion of  accidents  or  breakdowns in 
transportation can reduce traffic congestion and delays, 
lowering fuel costs and optimizing traffic flow. In healthcare, 
early detection of medical emergencies can accelerate 
response times and improve patient outcomes. Furthermore, 
AED supports better decision-making by providing 
organizations with real-time information about abnormal 
events, enabling more informed resource allocation, 
emergency management, and operational planning. This 
can enhance risk management and overall organizational 
efficiency [42].

The applications of AED are expected to expand as 
technology advances, making it increasingly valuable across 
diverse fields and situations.

5  Challenges and Future Directions

Even though current techniques for detecting abnormal 
events in video surveillance work, they have several 
problems and limitations. Noise and data variability are 
significant challenges. Real-world video surveillance data 
often contain noise from changing lighting, bad weather, and 
occlusions, making it difficult to accurately detect abnormal 
events. Techniques that depend on motion or appearance may 
struggle in these conditions, leading to false alarms or missed 
detections [43].

Abnormal events occur infrequently, while normal events 
are much more common. This class imbalance can lead to 
biased models that perform poorly in AED. To address this, 
data augmentation techniques like SMOTE, ENN, GANs, 
or diffusion are often required [44]. Additionally, transfer 
learning, which leverages knowledge learned from pre-
trained models, can help mitigate the problem of limited 
training data.

Another major issue is accurately interpreting the scene. 
While algorithms can identify anomalies based on pre-
established patterns, they may not fully understand the 
overall context of the video [45-46]. Interpretability is a 
common challenge for many AED techniques. Deep learning 
models can be hard to understand because their decision-
making processes are often opaque. This lack of transparency 
can deter their use, especially in scenarios where openness 
and accountability are crucial. Addressing these challenges 
necessitates continuous research and development in the field 
of AED.

Emerging technologies such as computer vision, machine 
learning, and artificial intelligence (AI) are revolutionizing 
the detection of abnormal events in video surveillance. 
Deep learning techniques, especially CNNs and RNNs, are 
increasingly used to improve the accuracy and speed of 
abnormal event detection. These techniques enable computers 
to learn intricate patterns and relationships in video data, 
thereby improving their detection capabilities. 

Integrating multiple data sources to improve the 
reliability of AED is another emerging trend. Enhancing 
multimodal data fusion is an opportunity [47]. Combining 
video data with sensor data and audio provides algorithms 
with a richer understanding of the environment, making it 
easier to detect and interpret anomalies. For example, audio 
data can add context to video footage, helping differentiate 
between normal and abnormal events.

Context-aware abnormal event detection [48], which 
considers the scene’s context to improve detection accuracy, 
receives considerable attention. Elements like the hour 
of the day, weather conditions, and the presence of other 
individuals or objects can affect the detection process, 
thereby minimizing false alarms and improving overall 
system performance.

Edge computing is another area for future exploration 
in AED. By processing video data closer to the source, such 
as on cameras or edge devices, edge computing can reduce 
latency and bandwidth requirements, facilitating real-time 
anomaly detection [49]. This can enhance the performance 
of AED systems, especially when immediate processing is 
necessary.

Explainable AI, which aims to make AED algorithms 
more transparent, is another promising trend [50-51]. In 
addition, incorporating human feedback into AED systems 
can improve their performance. Allowing users to provide 
feedback on detected events enables the system to learn and 
improve over time, making detections more accurate and 
reliable.
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6  Conclusion

This survey paper provides both a broad and insightful 
view of AED in video surveillance. Machine learning 
algorithms are frequently utilized to identify patterns in 
both normal and abnormal events, enabling the detection of 
unusual movements, appearances, or behaviors. Computer 
vision is another method used for event detection.

Detecting abnormal events in real-life scenarios is 
challenging due to constant changes and complexities. 
Surveillance cameras must differentiate between normal 
events and anomalies like emergencies or crimes, requiring 
robust algorithms applicable in various settings.

Future research should explore and develop several critical 
areas. Investigating the application of new technologies like 
computer vision, deep learning, and reinforcement learning 
in AED is essential. These technologies have the capability 
to greatly enhance the precision and effectiveness of 
surveillance systems.

Additionally, making detection systems more scalable 
and adaptable to various surveillance settings and situations 
is crucial. This might involve developing more flexible and 
customizable algorithms tailored to different surveillance 
needs. Moreover, addressing ethical and privacy concerns 
associated with abnormal event detection systems is vital for 
future research.
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