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Abstract

In medical guidance services, it is of great significance 
to match the appropriate department and doctor by digging 
deeper into patients’ demands. However, accurate matching 
of doctors requires the ability to locate the exact department 
based on the text of the patients’ chief complaint, and then 
select the matching doctor by considering the patients’ 
condition, the doctor’s professionalism, and the patients’ 
preference. To this end, this paper proposes a department 
classification model on the basis of Convolutional Neural 
Networks (CNN) as well as Robustly optimized BERT 
approach (RoBERTa) with an attention mechanism. The 
model firstly extracts the patients’ chief complaint texts 
features by convolution layer, and then introduces the 
attention mechanism to assign different weights to different 
features. Subsequently, these features are fused with the 
features extracted by RoBERTa for classification. In addition, 
this paper proposes a doctor recommendation algorithm 
that considers both patient similarity and patient preference. 
Through the in-depth analysis on the patients’ condition 
claims, various weights are assigned to various influencing 
factors, and then the matching degree is calculated to 
achieve the accurate recommendation of doctors. The 
experimental results reveal that the proposed department 
classification model’s accuracy on the dataset is 93.4%, and 
the Normalized Discounted Cumulative Gain (NDCG) of 
the doctor recommended algorithm is 90.7%. In this way, 
the proposed model effectively improves patient-doctoral 
matching with excellent performance.

Keywords: CNN, RoBERTa, Attention mechanism, Doctor 
recommendation, NDGG

1  Introduction

As a significant component of the medical service system, 
the medical guidance service can coordinate and solve 
problems encountered by patients when they visit the clinic, 
providing patients with convenient and quick services [1]. 
Through the medical guidance service platform for patients to 
match the appropriate departments and doctors, the rational 
use of medical resources can be realized. However, in the 

traditional medical guidance services, there is a problem that 
the patients are in lack of professional knowledge, which 
leads to the blindness in medical selection. As a result, it is of 
great significance for medical guidance services to combine 
emerging information technology with traditional medical 
services, obtain useful medical information according to 
the main complaints of patients, and match appropriate 
departments and doctors to improve the efficiency of medical 
care for patients [2].

In medical guidance services, patients expect to quickly 
select the right doctor according to their own conditions as 
well as their own preferences for doctors, which can reduce 
the misdiagnosis rate of diseases and save time for medical 
treatment. Therefore, this paper combines the patients’ chief 
complaint texts and the patient-doctor relationship. Firstly, 
the appropriate department is selected based on the patients’ 
chief main complaint texts. Then, the two aspects (patient 
similarity and patient preference) are combined to design an 
accurate doctor recommendation model.

Since the patients describe the symptoms of their diseases 
in the form of chief complaints, the department to be visited 
can be selected by extracting the features in the text of the 
patients’ chief complaint. Thus, in this paper, the study of 
the department recommendation problem is transformed 
into a multi-classification problem to deal with the 
patients’ chief complaint texts [3]. The study of department 
recommendation mainly contains rule-based or statistical 
machine learning methods, and deep learning-based methods. 
Rule-based or statistical machine learning methods are based 
on the medical professional knowledge base, using certain 
rules for text feature extraction, and then classifying the text 
[4]. Botsis et al. [5] adopted a rule and machine learning 
approach to achieve classification of vaccine adverse report 
texts. Krämer et al. [6] proposed a supervised machine 
learning approach based on patients’ diagnostic texts so as to 
achieve classification between emergency departments and 
general departments. The above-listed methods demonstrate 
the effectiveness of classification in medical texts. However, 
rule-based methods require manual formulation by experts, 
which leads to computational inefficiency. Traditional 
machine learning models require manual feature extraction 
together with fine feature engineering to ensure classification 
accuracy. With the development of technology, deep learning 
methods began to be applied to medical text classification [7]. 
Deep learning methods mainly represent high dimensional 
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sparse raw data as low dense feature vectors, which can 
automatically learn some connections between data and 
labels [8]. According to some studies, deep learning methods 
are far superior to machine learning in text classification 
[9]. Kim [10] first applied Convolutional Neural Networks 
(CNN) to sentence-level classification tasks, and verified the 
effectiveness of CNN in extracting text features. However, 
CNN’s perceptual field of view is localized, and multiple 
convolutions are required to expand the perceptual field of 
view, resulting in duplicated extracted features. Through the 
introduction of an attention mechanism [11], it is possible to 
focus the limited attention on the focal information so that the 
extracted features are more critical. It has been indicated that 
adding the attention mechanism to CNN can further improve 
the model’s classification performance [12]. However, Due 
to the fact that CNN primarily focuses on local features, the 
CNN effect is more noticeable in short text classification. 
For long texts, the text content is long and complex, and the 
utilization of CNN to extract long text features is likely to 
cause information loss. Long Short-Term Memory (LSTM) 
can better capture the dependency relationship in the text 
over a long distance [13]. However, when the text content 
is related before and after, it cannot effectively capture 
the bi-directional dependency between the front and the 
back. For finer-grained classification tasks, Bi-directional 
Long Short-Term Memory (BiLSTM) can better capture 
bidirectional semantic relationships in context [14]. However, 
the application of Robustly optimized BERT approach 
(RoBERTa) [15] enables the dynamic semantic representation 
of words, which can better learn the contextual information 
of the text. Because the length of patients’ chief complaint 
texts varies, the text classification model can be designed by 
combining the advantages of the previous methods in order 
to effectively extract the features of long texts and short 
texts simultaneously. Models mixing CNN and BiLSTM 
and combining the attention mechanism were verified to 
have better classification results [16-18]. Models based on 
the mixture of CNN and RoBERTa have also achieved high 
accuracy in classification tasks [19-20]. Different models are 
applied to different scenarios. Based on the characteristics 
of the patient’s chief complaint texts, this paper combines 
the advantages of CNN and RoBERTa in extracting of text 
features, introduces the attention mechanism, and assigns 
different features to different features, so as to realize the 
classification of departments.

After locating all the doctors in the department, this 
paper proposes a doctor recommendation model by means 
of considering both patient similarity and patient preference. 
This model matches patients with appropriate doctors, aiming 
to reduce the pressure on medical resources and improve 
patient satisfaction. Relevant studies have indicated that 
multifaceted consideration of the patient-doctor relationship is 
capable to improve the accuracy of doctor recommendations 
[21-22]. Most studies in the field of traditional doctor 
recommendation have utilized the patients’ chief complaint 
texts as the main discussion factor [23]. Narducci et al. [24] 
proposed to calculate similarities between patients, and then 
compare based on the health data shared by the community 

to generate a list of suitable doctors. Kou [25] proposed to 
compute the similarity between patients and doctor’s’ history 
patients based on Word2vec, Term Frequency–Inverse 
Document Frequency (TF-IDF), and cosine similarity to 
achieve doctors’ recommendations. Yan et al. [26] extracted 
the features of review information and doctor information 
through CNN, and then established patient and doctor 
matching through matrix decomposition technology. Zheng 
et al. [27] designed a dialogue-based doctor recommendation 
model by combining patient information, patients’ chief 
complaint contents, and doctor-patient dialogue information. 
The above approaches consider the fact that the more similar 
a patient’s condition is, the more accurate the patient’s 
matching doctor is. However, in the actual medical guidance 
service, the patient’s choice of doctor is also influenced by 
the doctor’s professionalism and medical resources. If all 
the patients select the chief physician, it is likely to lead to 
an insufficient number of doctors, resulting in a strain on 
medical resources. Furthermore, a doctor’s professional 
competence cannot be evaluated solely on the basis of his 
or her title, which is related to the number of years the 
doctor has worked as well as the evaluation of the doctor 
by historical patients. Therefore, it is necessary to make 
a comprehensive decision based on the full consideration 
of the similarity of patients’ conditions, the pressure of 
medical resources, and patients’ satisfaction degree. Yang 
et al. [28] proposed a systematic decision support doctor 
recommendation model based on the combination of two 
factors including patient preference and online reviews to 
improve patient visit satisfaction and doctor recommendation 
accuracy. Singh et al. [29] incorporated features such as 
doctor experience, doctor ratings, and communication skills 
into the designed model, then computed the skill scores of 
each doctor, and finally implemented doctor recommendation 
by applying K-Nearest Neighbor (KNN) to achieve doctor 
recommendation. By exploring the doctor recommendation 
method through a variety of factors, we are able to better 
match patients with doctors by taking into account hospital 
medical resources and patient satisfaction while ensuring 
the accuracy of doctor recommendation. However, the 
weight of various influencing factors on the accuracy of the 
doctors’ recommendations is not the same. In this paper, we 
design a doctor recommendation model with the objectives 
of matching patients’ conditions, balancing medical 
resources and improving patient satisfaction, assign different 
weights to different influencing factors, and compare the 
recommendation effect with different doctor recommendation 
models. The main contributions of this paper are as follows:

(1) A deep learning-based department classification model 
is proposed. Firstly, local features of texts are extracted by 
CNN, and then the attention mechanism is introduced to 
extract key features. The text context features are captured 
by the pre-trained model RoBERTa. Secondly, the features 
extracted from the two sections are fused. Finally, the 
departmental classification is completed.

( 2 )  S i x  f a c t o r s  a r e  c o n s i d e r e d  i n  t h e  d o c t o r 
recommendation model as follows: text similarity of patients, 
age similarity of patients, gender similarity of patients, 
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doctor’s working years, doctor’s title, and doctor’s score. 
Furthermore, different weights are assigned to different 
influencing factors to achieve accurate recommendation by 
doctors. We compared the designed model with other models, 
and the experimental results verified the effectiveness of the 
doctor recommendation model proposed in this paper.

The study in this paper is capable to solve the problem 
of the blind medical treatment caused by the asymmetry 
of doctor-patient information when patients select doctors, 
which can reduce the pressure on doctors’ resources and 
improve patients’ satisfaction, laying a theoretical foundation 
for the study on intelligent guidance in medical guidance 
services. The rest of the paper is organized as follows: 
Section 2 specifies the proposed methodology as well as the 
theoretical background; Section 3 presents the results of the 
experimental study; Section 4 discusses the conclusions and 
future work.

2  Methods

The overall framework for the design of this paper 
is shown in Figure 1. The patient’s chief complaint texts 
are input into the department recommendation model 
in order to match the appropriate department, and thus 
locate the departmental doctors. The patient similarity and 
patient preference are employed as inputs to the doctor 
recommendation model. Consequently, a list of recommended 
doctors is calculated.

Chief 
complaint 

texts

Department 
recommendation 

model

 Positioning
doctors

Recommended 
doctor list

Doctor 
recommendation 

model

Patient 
similarity

Patient 
preferences

Figure 1. Overall framework of this paper

2.1 Department Recommendation Model
This paper proposes a fusion of CNN-Attention and 

RoBERTa for department classification model. The structure 
of the hospital department classification model is shown in 
Figure 2. The input layer contains RoBERTa-Input layer 
and CNN-Input layer. The text feature extraction layer 
contains RoBERTa layer and CNN-Attention layer. First, 
the patient’s chief complaint texts were pre-trained with the 
models RoBERTa and Word2vec to achieve a word vector 
representation. Subsequently, text features are extracted, and 
features are fused through utilizing RoBERTa and CNN-
Attention models, respectively. Finally, the department 
prediction is achieved by Dropout layer, Dense layer, and 
Softmax layers. Details of these steps are described from 
Sections 2.1.1 to Section 2.1.5.
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Figure 2. Structure of the hospital department classification model

2.1.1 CNN-Input Layer
Word2vec is a shallow neural network model, whose 

goal is to convert words into their corresponding vector 
representations. Word2vec includes the following two 
important models: the Continuous Bag-of-Words (CBOW) 
Model and the Skip-Gram model. They are both text vector 
representations. The CBOW model predicts the central word 
utilizing adjacent words, followed by the central word to 
predict the results. The Skip-Gram model is the opposite of 
the CBOW model, which adopts central words to predict 
adjacent words. This paper employs the CBOW model.

The CBOW [25] model includes the following three 
layers: an input layer, a hidden layer, and an output layer. The 
input layer is a one-hot encoding of contextual words, and the 
output obtained through the matrix WV*N can be expressed as 
follows:

T

V*N i
i 1

h W ( X )
=

= ∑                                   (1)

Where, T is the window size; V is the dimension of the 
word, and h is the input of the hidden layer. The value after a 
further weighted average can be expressed as follows:

hh
T

′ =                                           (2)

Where, h' is the output of the hidden layer. After passing 
through the weight matrix W'N*V, the output can be expressed 
as follows:
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N*Vm h * W′ ′=                                      (3)

Where, m is processed by Softmax to obtain a vector of l*V. 
The final result can be expressed as follows:

T, j y, j 1 2 TY p(W | W , W ,..., W )=                         (4)

Where, YT, j is the index with the highest probability in the 
vector, and the represented word is the middle word of the 
prediction.
2.1.2 RoBERTa-Input Layer

RoBERTa is improved on the basis of BERT by fine-
tuning the masking strategy and data of the model. The Token 
Embedding, Position Embedding, and Segment Embedding 
of the words are constructed. The sum of the three vectors 
is utilized as the input in the model. Token Embedding is to 
convert each word into a fixed dimensional vector; Position 
Embedding is to learn a vector representation at each 
position to represent the text sequence information; Segment 
Embedding is mainly utilized for sentence pair classification 
task to distinguish two sentences in a sentence pair.
2.1.3 CNN-Attention Layer

CNN-Attention indicates that the attention mechanism 
has been introduced after CNN. The text is first converted 
into a corresponding text vector by Word2vec. Then, 
convolution operations are performed on the text vectors 
using convolution kernels in Sizes 3, 4, and 5 respectively. 
Finally, the fusion is performed after passing the maximum 
pooling operation respectively. To obtain richer semantic 
information, this paper also uses RoBERTa’s pre-trained 
text word vector expressions as the CNN layer’s input. After 
that, the features are fused with the features extracted by the 
CNN layer after Word2vec pre-training. Finally, the result of 
feature fusion is employed as the input of attention to assign 
feature weights and focus attention on the key features. The 
role of the attention mechanism is to be able to correlate 
global features and assign various weights to various words. 
The introduction of the attention mechanism in the text 
classification task can reflect the importance of words in the 
text and improve the text feature extraction effect.
2.1.4 RoBERTa Layer

RoBERTa is improved on the basis of BERT by fine-
tuning the masking strategy and data of the model. The 
text is fed into the RoBERTa model to obtain the text’s 
corresponding high-order feature vectors. Subsequently, a 
forward neural network and a Softmax layer are added to 
achieve text classification. RoBERTa employs a multi-layered 
Transformer bidirectional encoder as a text feature extractor 
to achieve bidirectional association between word embedding 
vectors.
2.1.5 Output Layer

The features extracted by CNN-Attention and RoBERTa 
respectively are entered into fusion. The fused features are 
used as the input of the Output layer. The fully-connected 
layer is then constructed based on the input of the Output 
layer and the internal medicine department category. Due to 
the small amount of training data, Dropout layer is introduced 
to prevent overfitting and improve the model effect. 

Eventually, the final recommended department classification 
results are obtained by Softmax.

2.2 Doctor Recommendation Model
The computat ional  f low of  this  paper ’s  doctor 

recommendation model is shown in Figure 3. The three 
factors (gender, age, and text similarity) between the 
target patient and the doctor’s historical patient visits are 
combined as a patient similarity, and the other three factors 
(doctor’s working years, doctor’s title, and doctor’s score) 
are combined as a patient preference. Different weights are 
then assigned to the above six factors to construct the precise 
doctor recommendation model in this paper. Details of these 
steps are described from Sections 2.2.1 to Section 2.2.3.

Doctor's 
recommendation 

calculation

Patient similarity

Patient 
preferences

Text similarity

Gender 
similarity

Age similarity

Doctor's  
working years

Doctor's  title

Doctor's  score

Figure 3. The computational flow of doctor recommendation mode

2.2.1 Patient Similarity
Patient similarity combines the following three aspects: 

text similarity, age similarity and gender similarity. The 
Chinese text is divided into words first, then deactivated, and 
then vectorized. Finally, using the cosine theorem [25], we 
calculate the degree of similarity between the two texts.

The text similarity formula for patient M and patient N is 
expressed as follows:

n 1

i i
i 0

n 1 n 1
2 2

i i
i 0 i 0

(A *B )
TextSim(M, N) COS( )

(A ) * (B )
θ

−

=

− −

= =

= =
∑

∑ ∑
    (5)

Where, A and B are both n-dimensional vectors and θ is the 
angle between Vector A and Vector B. The closer the cosine 
value is closer to one, the more similar the two vectors A and 
B are.

Patient gender similarity is also calculated using the 
cosine theorem, with males represented by the vector [0,1] 
and females represented by the vector [1,0]. Gender similarity 
is calculated using the following formula:

1

i i
i 0

1 1
2 2

i i
i 0 i 0

(C *D )
SexSim(M, N)

(C ) * (D )

=

= =

=
∑

∑ ∑
                (6)   
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Where, C and D are both 2-dimensional vectors. The 
correlation between two patients based on their ages is 
referred to as age similarity. The age similarity is calculated 
as follows:

M N

M N
M N

M N

1, Age Age 5

Age Age
AgeSim(M, N) 1 ,5 Age Age 15

0, Age Age 15
ε

 − ≤

 −= − < − ≤


− >


    

    (7)

Where, ε is the age gap parameter between the two patients, 
which takes the value 25. AgeM is the age of patient M 
and AgeN is the age of patient N. When the age difference 
between the two patients is less than 5, the age similarity is 
1; when the age difference between the two patients is more 
than 15, the age similarity is 0.

In summary, the formula for calculating patient similarity 
is as follows:

1

2 3

Sim (M, N) TextSim(M, N)
SexSim(M, N) AgeSim(M, N)

α α
α α
= +

+
       (8)

Where, α1, α2, and α3 are the influence factors for text 
similarity, gender similarity and age similarity. Values are 
between (0, 1) and α1 + α2 + α3 = 1.

2.2.2 Patient Preference Setting
Patient preference takes into account the following three 

factors: working years, title, and score of the doctor. The 
weight of a doctor’s working years is expressed as the ratio 
of one doctor’s working years to the maximum working years 
among all doctors. It is calculated as follows:

t
t

1 2 t n

T
WorkRate

max{T ,T ,...,T ,...,T }
=          (9)

Where, t is the doctor’s index, and Tt is the doctor’s working 
years

The titles of hospital outpatient doctors can be divided 
into chief physician, associate chief physician, and attending 
physician. In order to alleviate the pressure on medical 
resources and balance the fairness of the influence of doctors’ 
titles on their recommendation results, this paper sets the 
weight of the title of chief physician to 0.5, the weight of the 
title of associate chief physician to 0.3, and the weight of the 
title of attending physician to 0.2.

The doctor’s score is then expressed in terms of the ratio 
of positive reviews to all reviews, and the weight of the rating 
is calculated as follows:

t
t

t

X
FavRate

Y
=                                   (10)

Where, X is the number of positive reviews for that doctor, 
and Y is the total number of reviews for that doctor.

In summary, the formula for calculating patient 
preference is as follows:

1 t

2 t 3 t

Sim (t) WorkRate
PosRate FavRate

β β

β β

= +

+
                  (11) 

Where, PosRatet is the doctor t’s title weight. β1, β2, and β3 
are the influence factors of doctor’s working years weight, 
doctor’s title weight and doctor’s score weight, with values 
between (0, 1) and β1 + β2 + β3 = 1.
2.2.3 Doctor Recommendation Model Calculation

We assume that the target patient is M and patient N is 
the historical patient seen by the doctor t. In this paper, the 
formula for calculating doctor t’s recommendation similarity 
is then developed as follows:

Sim(M, N, t) Sim (M, N) Sim (t)α βα β= +             (12)

Where, α and β is the influence factors of patient similarity 
and preference, respectively, and α + β = 1. Assuming that 
the number of patients seen by the doctor t is J, we express 
the average similarity of the doctors’ recommendations as 
follows:

J

m i
i 1

t

Sim(U , U , t)
AveSim

J
==
∑                       (13)

The above equation represents the recommended doctor 
t’s similarity calculation for the target patient Um and the 
doctor’s medical history Ui.

3  Experimental Study and Analysis

This section begins with a description of the data set 
applied for the experiments and the indicators applied to 
evaluate the experiments. Subsequently, the hyper-parameters 
of the department classification model and the doctor 
recommendation model are experimentally set. Consequently, 
the superiority of the models is verified experimentally. These 
details are presented from Sections 3.1 to Sections 3.4.

3.1 Datasets
The dataset for the departmental classification model 

is sourced from Partner Hospital and is calibrated by 
professionals to ensure the accuracy of the data. The dataset 
includes a description of the patient’s symptoms as well as 
the name of the department visited. This paper selects four 
Internal Medicine Departments. Plentiful examples from 
the medical guide text data are as revealed in Table 1. The 
selected dataset contains 8,000 pieces of data. Eighty percent 
of these were utilized as the training set and 20% as the test 
set.
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Table 1. Example of dataset

Number Text Level 1 
department

Level 2 
department

1 Headache and fever, 
body sweats easily.

Internal 
Medicine

Respiratory 
medicine

2 Men’s hair is 
prone to oiliness, 
accompanied by 
hair fall.

Internal 
Medicine

Endocrinology

3 Stabbing pains in 
both temples of the 
head several times a 
day.

Internal 
Medicine

Neurology

4 Half an hour after a 
meal, there is pain 
in the epigastrium.

Internal 
Medicine

Gastroenterology

The doctor recommendation model adopts basic doctor 
information and basic patient information. In this paper, 
doctor and patient information is obtained from Partner 
Hospital to create a pool of information, which can be used 
to recommend doctors to patients during consultations. The 
pool of information resources includes the doctor’s age, 
gender, title, working years, department, score, the patient’s 
chief complaint texts, the patient’s age and the patient’s 
gender. The doctor’s historical patient’s chief complaints 
are employed for similarity calculation with the target 
patient’s chief complaints. The patient’s age and the patient’s 
gender are applied for similarity calculations with the basic 
information about the target patient.

3.2 Evaluation Metrics
The department classification model applies accuracy and 

F1-score as evaluation metrics for classification effectiveness. 
The accuracy rate is the ratio of correctly classified samples 
to the total sample. The F1-score represents the summed 
average of precision and recall. Assuming that the categories 
of the four internal medicine departments in the dataset 
are denoted as A1, A2, A3, and A4, we can express the 
calculation of the accuracy [10] as follows:

i

i

A
i

A

Q
P

H
=                                       (14)

Where, QAi
 is the number of samples correctly predicted as 

category Ai, and HAi
 is the number of total samples correctly 

predicted as category Ai. The accuracy and F1-score range 
from 0 to 1. Larger values mean that the model is better at 
classification.

The doctor recommendation model evaluates the 
degree of compliance of the recommended doctors by 
adjusting the influence of each factor. In this paper, a doctor 
recommendation model is adopted to calculate the real 
demands of various target users in this paper. The Normalized 
Discounted Cumulative Gain (NDCG) is employed to 
indicate the match of the recommended doctor based on 
the list of doctors to be selected. The higher the value is, 
the better the recommendation match. The NDCG [26] is 
calculated as follows:

DCGNDCG
IDCG

=                                 (15)

Where, DCG stands for Discounted Cumulative Gain and 
IDCG is the maximum DCG value under ideal conditions. 
The DCG takes into account the influence of the location 
factor on the recommended results. The order of doctors on 
the list to be chosen is critical, as different positions will 
have different contributions. Doctors at the top of the list, on 
average, have a greater impact than those at the bottom. The 
DCG is calculated as follows:

k

k (i 1)
i 1 2

rel(i)DCG
log +

=

= ∑                               (16)

Where, rel(i) is the relevance of the doctor at the position i, 
and (i 1)

2log +  is a discount value.

3.3 Parameter Analysis and Parameter Setting
3.3.1 Parameter Analysis

The selection of hyper-parameters has a significant impact 
on the model’s classification accuracy. In order to further 
improve the performance of the department classification 
model, four hyper-parameters Embedding size, Convolution 
kernel size, Convolution kernel number and Dropout are 
selected for experimental analysis in this paper.

 

             (a) Embedding Size               (b) Convolution Kernel Size

 

 (c) Convolution Kernel Number                     (d) Dropout

Figure 4. Influence of Embedding Size, Convolution Kernel Size, 
Convolution Kernel Number, and Dropout on accuracy

Figure 4(a) displays that the model is the optimal when 
the Embedding Size is set to 150. Figure 4(b) illustrates that 
the model is optimal when the Convolution Kernel Size is set 
to 4, and that the classification results are similar when the 
values are 3 and 5. When the optimal convolution kernel size 
is selected, the combination with convolution kernels with 
similar classification effect can improve the text classification 
effect [30]. Therefore, in this paper, the Convolution Kernel 
Size is set to (3,4,5). When the Convolution Kernel Number 
is set to 128, Figure 4(c) displays that the model is the 
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optimal. The CNN’s convolution kernels mainly extract local 
features of the text. Since the local features of the patient’s 
chief complaints text are relatively straightforward, the 
number of convolution kernels required is set to 128. Figure 
4(d) reveals that the model has the highest classification 
accuracy when Dropout is set to 0.3

It is necessary to validate the accuracy of the doctor 
recommendation model by setting different influencing 
factors. 80 target users were selected as subjects for the 
experiment, and information such as the target users’ 
age, gender, and real demands were recorded. Doctor 
information and patient information were obtained from the 
information pool. The information was fed into the doctor 
recommendation models to calculate the top 5 recommended 
doctors, which was then evaluated by NDCG to ensure the 
availability and accuracy of the doctor recommendation 
model. It was concluded from relevant studies [29] and 
consultations with medical professionals that patient 
similarity had a greater impact on doctor recommendation 
matching. Therefore, the patient similarity weights were set 
to 0.5, 0.6, 0.7, 0.8, and 0.9 in the experiment. The patient 
preference weights were set to 0.5, 0.4, 0.3, 0.2, and 0.1, 
respectively. The NDCG with different patient similarity 
weights are shown in Figure 5(a) to Figure 5(e). When the 
horizontal coordinates are the different combinations of 
parameters, this paper does not consider the case where the 
influence factor is zero. As a result, there are a total of 1296 
different combinations of α1, α2, α3, β1, β2, and β3.

   

                    (a) α = 0.5                                          (b) α = 0.6

   

                     (c) α = 0.7                                          (d) α = 0.8

(e) α = 0.9

Figure 5 Doctor recommendation’s NDCG when α = 0.5, α = 0.6,   
α = 0.7, α = 0.8, and α = 0.9

As shown in Figure 5(a) to Figure 5(e), when the patient 
similarity weight was set to 0.6, the NDCG value reached 
a maximum of 90.7% and the corresponding optimal 
parameters were as follows: α = 0.6, β = 0.4, α1 = 0.5, α2 
= 0.3, α3 = 0.2, β1 = 0.3, β2 = 0.3, and β3 = 0.4. When the 

patient similarity weight was set to 0.5, the highest value of 
NDCG reached 83.2%. With a similarity weight of 0.7, the 
NDCG value reached a maximum of 81.3%; with a similarity 
weight of 0.8, the NDCG value reached a maximum of 
76.1%; with a similarity weight of 0.9, the NDCG value 
reached a maximum of 74.4%. According to an analysis on 
the experimental results, patient similarity had a relatively 
large effect on the doctor recommendation model, among 
which patient preference had the second largest effect. In 
patient similarity, the gender factor and the age factor had a 
similar effect on doctor recommendation matching. Patients 
of the same gender, on the other hand, had a higher chance of 
developing a similar disease. Among the factors influencing 
patient preference, the working years, title, and score of the 
doctor had a more even effect on doctor recommendation 
model. Frequently, patients seek out a patient doctor to 
explain their condition, and they use their doctor’s score 
to figure it out. When selecting a doctor, patients also 
consider the doctor’s title based on their own conditions 
and the hospital’s resources. In addition, the doctor’s 
working years are one of the factors that patients consider 
when seeking treatment; the longer a doctor has worked, 
the more experience they tend to have. Therefore, patients 
will consider a combination of the following three factors: 
doctor’s working years, title, and score. A matched doctor is 
the most appropriate when a more even weighting is assigned 
to these three factors.
3.3.2 Parameter Setting

The model’s effects are likely to be influenced by a 
variety of parameters. The model can achieve better results 
by setting the right parameters. The main parameters 
for the departmental classification model settings are 
revealed in Table 2, and the main parameters for the doctor 
recommendation model settings are displayed in Table 3. 

Table 2. Department classification model parameters
Embedding 
size

Convolution 
kernel size

Convolution 
kernel 
number

Activation 
function

Learning 
rate

Dropout

150 (3,4,5) 128 Relu 0.001 0.3

Table 3. Doctor recommendation model parameters

α1 α2 α3 β1 β2 β3 α β

0.5 0.3 0.2 0.3 0.3 0.4 0.6 0.4

3.4 Experiment Analysis and Discussion of Two Models
3.4.1 Experiment Analysis on Department 

Recommendation Model
Considering that the text of the patients’ chief complaint 

contains both long and short texts, this paper utilizes CNN 
[10], CNN_Attention [12], RoBERTa [15], CNN+BiLSTM 
[16], CNN+RoBERTa [19], and CNN_Attention+RoBERTa 
for experiments respectively. CNN+BiLSTM indicates text 
feature extraction using CNN and BiLSTM respectively, 
followed by feature fusion. CNN+RoBERTa indicates the 
vectorized representation of the word using the pre-trained 
model RoBERTa, which is prior to extract features using 
CNN. CNN_Attention+RoBERTa is the model developed in 



666  Journal of Internet Technology Vol. 25 No. 5, September 2024

this paper, which represents the introduction of an attention 
mechanism to focus on important features after CNN extracts 
text features, and then fuses them with the features extracted 
by RoBERTa.

Table 4. Experimental results

Model Accuracy (%) F1-score (%)

CNN 84.9 85.1

CNN_Attention 92 92.1

RoBERTa 85.9 86

CNN+BiLSTM 90.5 90.4

CNN+RoBERTa 91.2 91.2

CNN_Attention+RoBERTa 93.4 93.5

The experimental results of each model are revealed in 
Table 4. The accuracy and F1-score of CNN were 84.9% 
and 85.1% respectively. Weights were assigned to the text 
features extracted by CNN as a result of the introduction of 
the attention mechanism. Focusing attention on the important 
features of the patient description can better capture the 
relationship between the contexts in the medical guide text, 
making it possible to better match the patient description of 
symptoms with the corresponding consultation department. 
Therefore, CNN_Attention possesses a better classification 
effect than CNN. In comparison with CNN, its accuracy 
and F1-score increased by 7.1% and 7%, respectively. CNN 
extracts the features mainly through filter windows, focusing 
on local features of the text, which are not sensitive to text 
order. To obtain global features, we need to stack them in 
multiple layers. In this case, the RoBERTa model can be 
employed to solve this problem. To begin with, RoBERTa 
is a pre-trained model that can be trained to produce a more 
closely-related dynamic semantic representation vector. 
Secondly, RoBERTa is capable to extract full-text contextual 
features, which can effectively extract long-distance text 
features. Therefore, RoBERTa classification is better than 
CNN models. In contrast to CNN, its accuracy and F1-score 
were increased by 1% and 0.9%, respectively. However, due 
to the fact that the texts of some patients’ chief complaints 
were not closely linked to each other, the lifting effect was 
not significant. The CNN+BiLSTM model combines the 
advantages of CNN and BiLSTM, which can effectively 
extract textual contextual information. As a result, it 
outperforms CNN in classification, with the accuracy and F1-
score improved by 5.6% and 5.3% respectively. However, 
The BiLSTM model is unable to learn the connections 
between words or to reflect the location information of text 
features. CNN+RoBERTa combines the advantages of CNN 
and RoBERTa for extracting text features. This method 
allows for the extraction of additional medical text features. 
Therefore, it provides better classification results than either 
the CNN or RoBERTa models alone. In comparison with the 
CNN model, it increased the accuracy and F1-score by 6.3% 
and 6.1%, respectively. In contrastto the RoBERTa model, 
it increased the accuracy and F1-score by 5.3% and 5.2%, 
respectively. Since CNN is weak at extracting global features 

of texts, which cannot reflect the importance of text features. 
As a result, CNN is followed by the introduction of an 
attention mechanism to focus attention on key features. The 
features with larger attention values are then fused with the 
features extracted by RoBERTa, and the fused features are 
more important for department classification. In comparison 
with CNN+RoBERTa model, CNN_Attention+RoBERTa 
increased the accuracy and F1-score by 2.2% and 2.3%, 
respectively.
3.4.2 Experiment Analysis of Doctor Recommendation 

Mode
In practical application, the doctor recommendation 

model should take the real factors into account, such as 
hospital medical resources, patient needs, and patient 
satisfaction. Different influencing factors have different 
impacts on the model. When we select one or several of 
these factors for model design, it is necessary to analyze the 
model effect under different influencing factors and different 
weights. Therefore, in order to validate the accuracy of the 
proposed doctor recommendation model, three models were 
utilized in an equivalent experimental setting as follows:

(1) Model A [25]: Word2vec is utilized to preprocess the 
patient consultation text and doctor history consultation text, 
and the text words are converted into vectors. Meanwhile, 
TF-IDF is used to extract key feature words from the doctor 
history consultation text, and the cosine similarity between 
the patient and the doctor’s history patient is calculated. 
Consequently, the doctor’s recommendation is achieved.

(2) Model B [26]: In combination with deep learning and 
probabilistic matrix decomposition, CNN is applied to extract 
features for review information and doctor information. 
Moreover, Stacked Denoising Autoencoders (SDAE) is 
utilized to implement pre-trained data representation of 
the hidden layer to obtain the best initial values of the 
feature vectors, and the matrix decomposition technology is 
employed to implement the doctor’s recommendation.

(3) Model C [29]: Doctor recommendations are based 
on factors such as doctor experience, education, ratings, 
and communication skills. The weight vector based on 
ranking algorithm assigns different weights according 
to the importance of the features. The skill score of each 
doctor is calculated by Multiple Linear Regression (MLR). 
Recommendation of doctors to patients using KNN 
algorithm.

Table 5. Comparison of experimental results

Model NDCG (%)

Model A 83.6

Model B 84.7

Model C 86.1

The proposed model 90.7

The comparison of the proposed model and the other 
three models is revealed in Table 5. The proposed doctor 
recommendation model obtained the highest NDCG values, 
whose NDCG value increased by 7.1% compared to Model 
A, 6% compared to Model B, and 4.6% compared to 
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Model C. The Model A mainly focuses on the similarity 
of consultation text between patients. Model B mainly 
focuses on the review information and doctor information. 
Both methods assume that the higher the level of similarity 
between the conditions is, the higher the matching rate will 
be. The impact on medical resources and patient preferences 
in practical applications is ignored. Model C not only focuses 
on patient text information, but also introduces plentiful 
features (such as doctor’s experience, education, and rating), 
and assigns different weights according to the importance 
of the features. The factors considered in this way are more 
comprehensive, so that the NDCG value of Model C is 
higher in contrast to Models A and B, which is more in line 
with the demands in practical applications. However, when 
there are more influencing factors, we must consider how to 
select the key factors among them. For instance, in addition 
to the similarity of counselling texts between patients, 
gender and age between patients are also influential factors 
for condition matching. In addition, the actual situation of 
medical resources is not considered in Model C. If patients 
select doctors with higher titles, it is likely to lead to the 
tension of medical resources. According to the requirements 
of practical application, the model proposed in this paper 
assigns reasonable weights to various influencing factors and 
achieves better results in the experiment.
3.4.3 Discussion

The results reveal that the models proposed in this paper 
are effective. For the department classification model, the 
prediction performance depends largely on the model’s 
understanding of the patients’ chief main complaint texts. 
Therefore, when the model is designed, it needs to fully 
consider the characteristics of the length of the patients’ main 
complaint texts. The CNN model proposed by Kim [10] 
achieved an 85.1% F1-score. CNN has a good command of 
extracting local features of text. However, CNN captures 
textual information mainly through convolutional operations, 
which is prone to the loss of key information and location 
information. Liu et al. [15] achieved an 86% F1-score 
adopting the RoBERTa model, a pre-trained model based 
on a large-scale corpus that understands textual semantics 
and contextual information. However, pre-training data can 
lead to performance degradation if they do not match due 
to the target task. Alshubaily et al. [12] achieved a 92.1% 
F1-score applying the CNN_Attention model and achieved 
better classification results. This model introduces an 
attention mechanism after CNN to assign different features 
to different features and focus on text critical features. This 
suggests that the dataset employed in this paper is likely to 
have a higher number of short texts. Therefore, using this 
model could achieve better results. However, due to the 
fact that some long text still exists in the dataset, using this 
model can result in partial loss of information. Liu et al. 
[16] achieved a 90.4% F1-score using the CNN+BiLSTM 
model. CNN+BiLSTM combines the advantages of CNN 
in capturing local features and BiLSTM in capturing long-
range sequential features. However, BiLSTM can result in 
partial loss of information due to the inability to fully utilize 
the information of the whole text when processing long 

text. Mu et al. [19] achieved a 91.2% F1-score applying the 
CNN+RoBERTa model. CNN+RoBERTa introduces a pre-
training model that achieves a rich semantic representation of 
words, which can effectively improve the performance of text 
classification models. However, when the text features are 
plentiful and complex, it is not difficult to lead to insufficient 
attention to the key features of the text. The proposed model 
combines the richness of Word2vec and RoBERTa for word 
vector representation, and integrates the advantages of CNN_
Attention and RoBERTa for extracting short and long texts. 
As a result, the proposed model obtains a 93.5% F1-score.

The patient needs to be matched with the suitable doctor 
after locating the doctor in the department through the 
department recommendation model. Case similarity between 
patients, doctor’s professionalism, and patient’s preference 
are the influencing factors of the doctor recommendation 
model. When the effect of one or more of these factors 
is ignored, it may influence the accuracy of the doctor’s 
recommendation. Kou [25] and Yan et al. [26] match doctors 
based on the similarity of conditions between patients, 
which is meaningful because of the following causes: in 
practical application, in view of the patient’s condition, 
the patient cannot select a doctor arbitrarily, otherwise 
the patient’s condition will be delayed. In addition, from 
the consideration of medical resources, the patient can’t 
blindly choose a doctor with a high title, which will lead 
to the tension of the doctor’s resources. Singh et al. [29] 
designed a model incorporating characteristics, such as 
doctor experience, doctor ratings, and communication skills. 
The NDCG value obtained by this method was 86.1%. 
This approach takes a variety of influencing factors into 
account, and allows for more objective matching of doctors. 
However, from the consideration of the patient’s preference, 
the patient can’t select the doctor against his will, which 
will lead to a decrease in the patients’ satisfaction. It can 
be concluded from the above content that the accuracy 
of doctor’s recommendation is influenced by a variety of 
factors. Therefore, the proposed model integrates both 
patient similarity and patient preference, and assigns different 
weights according to the importance of features to achieve 
accurate doctor-patient matching. The model proposed 
in this paper achieved the NDCG value of 90.7%. In the 
actual medical consultation service, the model can meet 
the demands of matching patients’ conditions and doctors’ 
profession, alleviate the pressure on medical resources, and 
improve patients’ satisfaction.

Our results demonstrate good performance metrics, while 
they are not perfect. The department classification model has 
only been validated in the classification of internal medicine 
departments in hospitals, where different diseases may have 
the same symptom descriptions. However, this paper does not 
validate the effectiveness of feature extraction in this regard. 
In addition, this paper only discusses the impact of six factors 
on the doctor recommendation model. However, doctor 
recommendation may also be related to more secondary 
factors, such as doctors’ communication skills and staff 
behavior. In this way, the issue of assigning weights to other 
minor factors and the impact on the model needs to be further 
explored.
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4  Conclusion and Future Work

This paper proposes the utilization of a department 
classification model to locate doctors, and applies a doctor 
recommendation model combining patient similarity 
and patient preference so as to produce accurate doctor 
recommendations. With an accuracy of 93.4% and F1-score 
of 93.5%, the proposed department classification model is 
more effective in classifying the dataset. This paper selects 
a number of target users for experiments to validate the 
practicality and effectiveness of the doctor recommendation 
model. The NDCG of doctor’s recommendation reached 
90.7%.

Further validation of the model’s validity for other 
departmental classifications will be required in the future. 
Meanwhile, in order to design a doctor recommendation 
model that is more responsive to real-world demands, further 
investigation is still needed on the impact of other factors on 
doctor recommendation.
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