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#### Abstract

The paper presents an automated method for identifying elongated and narrow sections of polygons, which may arise due to uncertainties inherent in map data production and updates. It leverages a skeleton-based shape decomposition approach, encompassing the creation of skeletons and end-point sub-polygons based on the polygon boundaryconstrained triangulation. Subsequently, it identifies a pair of break points using concave vertices of polygon boundaries based on the nearest neighbor principle. The optimal segmentation of the end-point sub-polygons is then determined by evaluating weighted base-height ratios, which are added to a set of candidates long and narrow arcs. Finally, the model selects the long and narrow arcs based on their base-height ratios and shape indexes. The paper reports the results of an experiment using land parcel data from Jinjiang in Fujian Province, demonstrating that the proposed method produces results that align with human perception and outperforms the internal and external buffering method. In summary, the innovative method exhibits promise in accurately identifying elongated and narrow sections of polygons, Its applicability spans diverse domains such as map data analysis and updates, where precision in delineating such features is crucial.
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## 1 Introduction

Vector maps are widely used in various industries related to administration, land use, environmental monitoring, and spatial decision-making. The quality of vector map data directly affects the effectiveness of their applications and has been a long-term hotspot in the fields of surveying, mapping, and geographic information science [1]. Polygons are a basic type of graphic element in two-dimensional vector maps that correspond to real-world geographic objects such as administrative regions and land use parcels. However, due to various uncertainties in the process of map data production, processing, and application [2-4], the polygon data that is waiting to be (or has already been) stored in the database
often contains topological inconsistencies and geometric conflicts. While practical and robust algorithms [5-10] have been developed to solve the former issue (topological inconsistencies), which have been integrated into commercial geographic information system platforms, the latter issue still lacks mature and efficient solutions. It remains an important technical problem that needs further research and resolution in the fields of surveying and geographic information.

For a single polygon, there may be three basic types of geometric conflicts, namely, size conflict caused by too small polygon size, distance conflict caused by too small distance between consecutive vertices, and distance conflict caused by too small polygon size. The distance between discontinuous vertices is too small, which results in a narrow conflict [11]. Among them, all sorts of conflicts can be identified and controlled by tolerances, while the identification of narrow conflicts that this article focuses on is more complicated. In order to detect narrow conflicts, Bader and Weibel [12] proposed two methods, one is based on the rolling ball principle, similar to the $\varepsilon$-band proposed by Perkal [13], and the other is based on consistent Delaunay triangulation. The method based on Delaunay triangulation is more effective and can provide a basis for subsequent polygon boundary modification. However, consistent triangulation needs to insert sufficiently dense vertices at the polygon boundary, so that the result of the mesh strictly meets the Delaunay triangulation condition. In order to avoid inserting extra vertices and reduce the amount of calculation, it is allowed to violate the Delaunay triangulation condition in a local area and construct a boundary constrained triangulation network [14]. Nevertheless, the process of detecting narrow conflicts based on triangulation is still more complicated. After the triangulation is generated, it is necessary to compare the height of each triangle with the distance threshold, identify the neighboring relationship of triangles with smaller heights, and combine adjacent triangles into Narrow area. After that, Peter [15] proposed a simpler method of identifying the narrow part of a polygon, that is, generating a buffer inside the polygon with a certain distance threshold, and judging whether there is a narrow part according to the number of generated core regions, and determining whether the polygon has a narrow part. Partially, then solve its exact position. According to the positional relationship between the narrow part and the core area, it can be divided into two situations.

[^0]One is the corridor-like part between the core areas, and the other is the columnar part of the polygon edge. They are called narrow corridor-like sections conflict and jutlike section conflict, shown in Figure 1. Inward buffering can effectively identify narrow corridor conflicts, but the effect of narrow column conflict recognition is not ideal. If the polygon with narrow column conflicts has only one core area after inward buffering, this method will not regard it as a wrong polygon. Gao et al. [11] extended Peter's ideas and designed an internal and external buffer method for detecting and locating narrow corridor and narrow column conflicts. This method is similar to the combination of erosion and expansion operations for raster data, targeting narrow column conflicts. The detection effect is better than the inward buffering method proposed by Peter, but it is highly dependent on the buffer width and area threshold setting, and the buffer generation method will cause the detection result to be inaccurate to a certain extent.


Figure 1. Corridor-like sections (green) and Jut-like sections (red)
Aiming at the narrow and long arcs in the vector polygon map, that is, the narrow column conflict problem mentioned above, this paper proposes a recognition method based on skeleton line decomposition to explore new ways to solve such problems.

## 2 Research Area and Data

The control area for this study is the Jinjiang City in Fujian Province. We used plot data from 2018, following land-use adjustments and improvements, as our experimental samples. The data comprises 18,357 plot polygons recorded in vector format, referred to as the Map, covering an area of 744.6179 square kilometers and 42MB in size. The Map's scale is $1: 50,000$, it depicts in Figure 2). After inspection, we found no topological errors in the plot data's polygons. However, we identified narrow and long arcs in some map spots that do not conform to cartographic standards, it shows in Figure 3.

## 3 Research Methods

The long and narrow arc has the following characteristics: Generally located on the branch structure of the polygon; At least one of the two end points is a concave vertex of
the polygon; The shape is long and narrow. In this section, based on the characteristics of the long and narrow arc, the structure of the polygonal skeleton line, the boundary point information and the geometric shape of the boundary line are comprehensively used to realize the automatic identification of the long and narrow arc. The branch points and their associated boundary points divide the polygon to obtain end-point sub-polygons; Separation line solution: solve the polygon boundary concave point and the adjacent points on the opposite side of the skeleton line, and connect the two as the dividing line; The optimal segmentation result is determined: Introduce the weighted base height ratio as a measure of the saliency index of the arc segment to filter the optimal segmentation in each sub-polygon; Narrow arc segment recognition: extract the base-height ratio and shape index of the arc segment, from the optimal segmentation of each sub-polygon to determine the final recognition result. They are shown in Figure 4.


Figure 2. Control area data of Jinjiang


Figure 3. Illustration of a long and narrow are


Figure 4. Recognition of long and narrow arcs by skeleton based decomposition

### 3.1 End-point Sub-polygon Acquisition

The narrow and long arcs typically exist in the branch structures of polygons. The skeleton line can effectively reflect the surface elements' extension direction and shape characteristics, enabling it to describe the hierarchical relationship between the shape's main body and the branch structure [16]. To address the recognition problem, we propose a novel approach that involves using the skeleton line to extract the branch structure of the polygon and identify the narrow and long arcs. Whenever a branch node appears on the skeleton line, the segment of the line from the node to its endpoint represents the shape's convex area. As a result, the skeleton line's branch nodes contain information on positions that may result from shape decomposition, and this information can guide the process [17].

This section is based on Delaunay triangulation to obtain a boundary-constrained triangulation, ensuring that all triangles are contained within the polygons. Depending on the number of common edges between triangles and polygons, the triangles are classified into end triangles, node triangles, and crossing triangles. Different strategies are used to extract the skeleton lines of different types of triangles. As shown in the left part of Figure 5, the endpoint triangle's skeleton line connects the endpoint of the skeleton line and the midpoint of the opposite side; the node triangle's skeleton line connects the midpoint of the two sides not on the polygon outline; and the crossing triangle's skeleton line connects the intersection point of the skeleton line with each side, where the skeleton line intersection point is the skeleton line node included in the intersecting triangle and also the center of the triangle.

The polygon is initially divided by the line between the intersection of the skeleton line and the vertices of the corresponding triangle, and the sub-polygon containing the end points of the skeleton line is defined as the end-point sub-polygon, shown as the shaded polygon in the right part of Figure 5. End-point sub-polygons can be considered the branch structure of the polygon. Long and narrow arc segments in the polygon are often included in the end-point sub-polygons.


Figure 5. Obtaining the end point sub-polygons

### 3.2 Solving Dividing Line

Determining the dividing line is the key to shape decomposition [18]. However, due to the highly complex and varied shapes of real-world objects, finding a single criterion for all shape decomposition problems is difficult. A common approach for shape decomposition is to first select candidate points using the "minimum curvature criterion" [19], and then use the "shortest dividing line criterion" [20] to determine the dividing line (hereinafter referred to as the classic method). The "minimum curvature criterion" involves selecting the point with the minimum curvature (depressed point) on the shape as the end point of the dividing line, while the "shortest dividing line criterion" uses the shortest possible dividing line to decompose the shape. Shape decomposition is a fundamental problem in computer vision and computer graphics, with raster images being the primary focus of study [21-22]. Considering the differences in the representation of raster and vector data, this section proposes a "nearest neighbor criterion" combined with the "shortest dividing line criterion" to determine the dividing line at the concave point of the polygon boundary.

Since the end of the narrow arc segment has at least one concave vertex, the boundary concave vertex can be used as the key information to guide the segmentation. Use the vector product method to judge the concavity and convexity of the vertices of the polygon, solve the adjacent boundary points on the other side of the polygon skeleton line based on the concave vertices of the polygon boundary, and use the concave point and its nearest neighbor as the split point pair, and the two connected as the split line. As shown in Figure 6, suppose point a is the current concave point to be processed on the boundary of the polygon, and find the neighboring points of this point on the other side of the skeleton line ( AB and BC) respectively. The vertical line of the boundary arc is drawn from the concave point. If the vertical foot is on the arc, the vertical foot is regarded as the adjacent point of the concave point, such as the point al of the AB section; if the vertical foot is on the extension line of the arc, the vertical nearest end of the point is regarded as the neighboring point, such as point $B$ (a2) in the $B C$ section. The nearest neighbor point is the point closest to the concave point among all neighboring points, such as a1. Connecting it to the concave point is the dividing line at the concave point.


Figure 6. Determining the cutting line

### 3.3 Optimal Segmentation and Screening

In cases where multiple concave points generate segmentation lines in the endpoint sub-polygon, the candidate long and narrow arc segment must be selected based on a specific criterion to determine the optimal segmentation result. Narrow and long arc segments generally exhibit obvious outward convex characteristics, and the shape significance index is often used to describe the convex strength of the shape branch structure [22]. In this study, the weighted base height ratio is used as the shape saliency index. The arc with the highest degree of shape saliency within each sub-polygon is chosen as the optimal segmentation outcome and subsequently incorporated into the collection of candidate narrow and elongated arcs.

$$
\begin{gather*}
P_{0}=\frac{L}{W^{\prime}} .  \tag{1}\\
P_{w}=\frac{L^{2}}{W} \times P 0=\frac{L^{3}}{W^{2}} . \tag{2}
\end{gather*}
$$

In the formula, $\mathrm{P}_{0}$ represents the ratio of the base height, $L$ is the length of the skeleton line in the segmentation result, and $W$ is the width of the base (division line). The weighted base height ratio takes the square of the length of the skeleton line to the width of the base as the weight, comprehensively considering the influence of both the length of the skeleton line and the width of the dividing line. A larger significance index indicates a stronger outward protrusion strength of the decomposition result.

### 3.4 Recognition of Long and Narrow Arcs

The existence of concave points is a necessary and insufficient condition for the existence of long and narrow arcs. The candidate arcs obtained by only using concave points and the significance index are likely to contain a large number of non-narrow and long arcs, which need to be further screened. Considering the characteristics of the narrow and long shape of the area enclosed by the long and narrow arc, this section introduces SI (The Shape Index) [23] as a quantitative basis for screening, which is defined as follows:

$$
\begin{equation*}
S I=\frac{P}{2 \sqrt{\pi A}} \tag{3}
\end{equation*}
$$

Where $A$ is the area of the part enclosed by the arc and is the perimeter of the area enclosed by the arc. SI represents
the compactness of the shape, and its value is greater than or equal to 1 . The closer the $S I$ is to 1 , the closer the shape is to the circle; the larger the value of $S I$, the greater the difference between the shape and the circle, and the less compact the shape. Baiqing Wu et al. [24] pointed out in the study of the method of removing error polygons in the land use spatial database, when the threshold of $S I$ is set to 2.587602 , it can distinguish between long and narrow spots and correct ones, that is, the shapes with the shape index greater than the threshold are considered to be long and narrow. Figure spots, this section sets the SI threshold for distinguishing long and narrow arcs from non-narrow and long arcs to 2.6.

Based on the geological data analyzed, it has been found that among the candidate arcs, some exceed the SI threshold and can be classified into two types: long and narrow arcs, and normal boundary arcs with small turning angles. Take Figure 7 as an example, the former is characterized by a larger base height ratio, while the latter is known as a straight arc due to its smaller base height ratio. The straight arc can be identified by a base width greater than the length of its skeleton line, resulting in a base height ratio less than 1. Conversely, the long and narrow arc can be distinguished by a base width less than the length of its skeleton line, resulting in a base height ratio greater than 1 . In this paper, candidate arcs with a base-to-height ratio greater than 1 are considered to be long and narrow arcs. This method provides a reliable means of distinguishing between the two types of arcs, and it can be applied to further study the geological evolution of the region.


Figure 7. Long and narrow arcs in the candidate set (blue and green arcs)

## 4 Experiment and Result Analysis

This study utilizes land use control area data from Jinjiang City, Fujian Province, and employs ArcMap for database construction and data visualization. Python and its ArcPy library are utilized to recognize narrow and long arcs by employing the shape decomposition of the skeleton line algorithm. The experimental environment includes a Microsoft Win7 64-bit operating system, Intel Core I7-6700 CPU, running at 3.4 GHz with 8 GB of memory.

### 4.1 Analysis of the Effect of Dividing Line Solution

The experiment produced representative results, which were compared to the classic method and the method of
drawing a circle to find the intersection described in literature [21]. Figure 8 illustrates the end sub-polygon boundary containing long and narrow arcs represented by the thick solid line, and the thin solid line indicating the skeleton line of the end sub-polygon. The branch point of the skeleton line is marked by a star, while the concave vertices of the polygon boundary are denoted by circle and triangle marks. The triangles indicate the example points used to generate the dividing lines in this study. The dashed lines in the figure depict the dividing lines generated at the instance points, and the shaded areas represent the regions enclosed by the dividing lines and the long and narrow arcs.


Figure 8. The cutting lines obtained from different methods
Comparing the results obtained by the three automatic recognition methods with the results of manual judgment, it can be seen that the method in this paper has obtained the long and narrow arc that is most in line with human cognition. For vector polygons, the "minimum curvature criterion" of the classic method is to use the concave vertices of the polygon as candidate endpoints. If the candidate point on the other side of the skeleton line is not in the vicinity of the concave point or there is no candidate point, the dividing line is unreasonable or even the dividing line cannot be generated. The accuracy of the dividing line obtained by drawing a circle to find the intersection point depends on the position between the branch point, the concave point, and the narrow arc of the skeleton line. As shown in Figure 9, for the same long and narrow arc and the boundary concave point C, the skeleton The line branch points are in different positions, such as B1, B2, B3, and the corresponding division points generated by this method are also in different positions,
such as A1, A2, and A3. The method in this paper is to find the existing neighboring points (end points of the boundary segment) or inserting new neighboring points according to the boundary concave points and is not affected by the branch points of the skeleton line. The generated dividing line is obviously better than the above two methods.


Figure 9. Uncertainty of the intersection between circle and polygon edge

### 4.2 Performance Evaluation of the Saliency Index

The basic idea of the performance evaluation scheme for the shape saliency index is to evaluate the consistency of the objective measurement results and the subjective experiencebased comparison results to evaluate the performance of the shape saliency index for branch structures [25]. In order to analyze the advantages of the weighted high-contrast visual saliency index proposed in this paper, a comparison was made with existing objective saliency measurement indices, including: the contour length of the branch structure (the length of the contour segment between the two endpoints of the dividing line), the outstretching degree of the branch structure (the ratio of the length of the branch structure contour segment to the length of the base), and the base-toheight ratio of the branch structure (the ratio of the length of the branch structure skeleton line to the width of the base). The experiment statistically compared the cumulative difference, mean difference, and root mean square error of the optimal segmentation results selected by different indices and the reference data arc length obtained by manual experiencebased judgment. All three indices measured the difference between the optimal segmentation results and the reference data. The smaller these statistical values are, the smaller the difference between the two sets of data, indicating that the results obtained through objective measurement indices are more consistent with the results of manual experience-based judgment.

It can be seen from Table 1 that the optimal segmentation results screened by the weighted base height ratio significance index are more in line with manual judgment than the results obtained by other objective significance indexes. Combining the three sets of statistical data in Table 2, it can be seen that the contour length will screen out candidate arcs with the largest contour length, and lack consideration of the overall narrowness of the segmentation results, which has the greatest deviation from the reference data; the degree of extension and base height The ratio has similar measurement performance, but lacks the consideration of the extensibility of the segmentation results, and tends to filter out the narrow part of the arc; The ratio of the square to the base width is used as the weight, which improves the performance
of the indicator for measuring the extensibility of the arc. The performance is better than the other three objective
measurement indicators, and the results obtained are more reliable.

Table 1. The optimal segmentation selected by different significance index


Note. The black arcs in the table represent part of the boundary arcs of the polygon, the blue lines represent the dividing lines at the concave points, and the red arcs represent the narrow and long arcs of the optimal segmentation results screened by different saliency indexes.

Table 2. Statistical data of arc length difference between optimal segmentation and reference data

| Statistics | Significance index |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Profile length | Reach | Base to height ratio | Weighted base height ratio |
| Cumulative difference | 284.801 | 91.682 | 91.682 | $\mathbf{2 . 5 0 4}$ |
| Average difference | 15.822 | 5.093 | 5.093 | $\mathbf{0 . 1 3 9}$ |
| Root mean square error | 22.185 | 9.016 | 9.016 | $\mathbf{0 . 3 2 1}$ |

### 4.3 Verification of the Rationality of Narrow and Long Arc Segment Identification

To verify the rationality of the algorithm used in this paper for identifying narrow and long arcs from the candidate arcs by combining the base-to-height ratio and the shape index, we compared the performance of the base-to-height ratio and the shape index separately and combined. The experimental results are presented in Figure 10, where the green line represents the base-to-height ratio identified arcs, the blue line represents the shape index identified arcs, and the red line depicts the combined identification result. It can be seen that the narrow and long arcs (red arcs) in the polygon can be more accurately identified using either the base-to-height ratio or the shape index alone, or both combined. However, only using the base-to-height ratio cannot effectively distinguish the long and narrow arcs from the normal arcs (green arcs) that protrude significantly, while only the shape index cannot effectively distinguish the long and narrow arcs from the straight arcs (blue arcs) that meet the threshold condition. Combining the two methods can avoid these types of misidentifications and improve the accuracy of narrow and long arc recognition.


Figure 10. Recognition results using different indices

### 4.4 Comparative Analysis with Existing Methods

This section analyzes the advantages of the method designed and implemented in this paper over the internal and
external buffering method proposed by Gao et al. through comparative experiments, as indicated in Table 3.

The internal and external buffer method, as well as the method proposed in this paper, were utilized to identify the representative long and narrow arcs. However, due to the limitations of the polygon buffer generation method, the edges and corners of the original polygon boundary tend to become smoother after the inward and outward buffer analysis, resulting in a deviation between the detected long and narrow arcs and the visually judged results. On the other hand, the proposed method in this paper uses the nearest point of the concave point to determine the segmentation point pair and the segmentation line, resulting in a more visually accurate result, as depicted in Figure 11. The cumulative difference, average difference, and root mean square error between the identification results of the proposed method and the reference data are all smaller than those of the internal and external buffer method, as indicated in Table 4.


Figure 11. Long and narrow arcs recognized by different methods
To further compare the effectiveness of the method proposed in this paper with the internal and external buffer method, two sets of sample data were randomly selected from the Jinjiang control area dataset. As depicted in Figure 12, each dataset comprises polygons that include long and narrow arcs as well as those without such arcs, refers to Table 5.

In the experiment, the performance of the two methods was quantitatively evaluated by statistically analyzing the number of accurately recognized, misrecognized, and missed narrow arc segments. Accurate recognition refers to narrow arc segments that are present in both the recognition results and reference data. Misrecognition refers to narrow arc segments that are identified in the recognition results but not present in the reference data. Missed recognition refers to narrow arc segments that are present in the reference data but not identified in the recognition results.

According to Table 6, when the area threshold of the internal and external buffer method is set to $0.2,0.5$, and 1.0 , the accurate recognition and false recognition decrease while the missed recognition increases with the increase of the area threshold. The recognition results heavily depend on the set
area threshold, and it is difficult to obtain results with a high accuracy of recognition and a low amount of false and missed recognition. The shaded area represents the statistical data of the recognition results obtained by the method proposed in this paper. Although there are some missed recognitions,
it has a higher number of accurate recognitions and a lower number of false recognitions. The method proposed in this paper performs better than the internal and external buffer method.

Table 3. Detailed steps of the internal and external buffering method
Internal and external buffering method: Take polygon aPolygon as an example
Step1: Buffer the Polygon inward according to the predefined buffer width to get the result 1stBufferPolygons. If the $1^{\text {st }}$ Buffer-Polygons are empty in the inward buffering, it means that the entire Polygon is long and narrow. The algorithm ends, and a new polygon is taken and calculated from Step1 until all the polygons in the layer are processed;

Step2: Based on 1stBufferPolygons, use the same buffer width to buffer outward to get the result 2ndBufferPolygons;
Step3: Calculate the difference between aPolygon and 2ndBufferPolygons, and record the result as narrowsections;
Step4: Use the area threshold to filter out small protrusions from narrow-sections, and obtain narrow conflicts (including long and narrow arc segments) in the polygon;
Step5: Take a new polygon and calculate from Step1 until all the polygons in the layer are processed.

Table 4. Statistical data of arc length difference of different methods

| Statistics | Recognition methods |  |
| :---: | :---: | :---: |
|  | Internal and external buffering | Method of this article |
| Cumulative difference | 12.076 | $\mathbf{2 . 5 0 4}$ |
| Average difference | 0.671 | $\mathbf{0 . 1 3 9}$ |
| Root mean square error | 0.747 | $\mathbf{0 . 3 2 1}$ |

Table 5. Composition of sample data

| Sample number | Number of polygons | Number of long and narrow arcs |
| :---: | :---: | :---: |
| 1 | 100 | 24 |
| 2 | 100 | 25 |

Table 6. Accuracy statistics of recognition results

| Sample <br> number | Area threshold | Accurately identify the <br> number | Number of <br> misidentifications | Number of missed <br> identifications |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | 16 | 30 | 8 |  |
| 1 | 0.5 | 12 | 10 | 12 |
|  | 1.0 | 8 | 7 | 16 |
|  | - | 20 | 0 | 4 |
|  | 0.2 | 17 | 36 | 4 |
|  | 1.5 | 14 | 9 | 8 |
|  | -21 | 1 | 11 |  |



Figure 12. Distribution of sample data

## 5 Conclusion

To remove the narrow and long arcs from the vector map polygon elements is a fundamental problem in map data creation and maintenance. Accurate and efficient identification and extraction of narrow and long arcs is a core issue, which is of great significance for improving the quality of vector map data. Compared to similar mainstream research results such as the internal and external buffer method, the method proposed in this paper based on skeleton line shape decomposition for identifying narrow, long arcs in polygon elements has the advantages of being conceptually intuitive, computationally simple, which is consistent with human perception of results. The method includes four main steps: obtaining endpoint sub-polygons, solving segmentation lines, filtering optimal segmentation, and removing non-narrow and long arcs. Solving segmentation lines and filtering optimal segmentation is the tough task in the method, and the solution proposed in this paper considers both the consistency with human shape perception, computational efficiency. Narrow and long arcs are a relative concept, and it is necessary to further explore how to determine accurate and quantitative evaluation criteria and reasonably incorporate them into the implementation of the narrow and long arc identification and extraction algorithm, which is also the direction of future research.
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