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Abstract

This paper mainly focuses on building the knowledge 
graph of semiconductor industry chain. The main research 
contents include knowledge extraction, knowledge storage, 
and construction of knowledge graph in semiconductor field. 
The crawler technology and character recognition technology 
are used to obtain semiconductor industry chain information 
from the Internet, magazines, and institutions to establish the 
original data set. Then, Lattice Long Short-Term Memory 
(Lattice-LSTM) model is used to implement the entity 
extraction and recognition. The piecewise convolutional 
neural network (PCNN) model based on the sentence-level 
attention mechanism is used to extract relationships and 
obtain entity triples. The semiconductor dictionary library 
is constructed through the obtained structured data. The 
dictionary library and Chinese natural language toolkit 
HanLP are combined to annotate unstructured text data 
for knowledge extraction. Neo4j graph database is used to 
store the extracted data of semiconductor industry chain. 
Finally, Spring Boot and Vue technology are used to create a 
knowledge graph system.

Keywords:  Knowledge graph,  Enti ty recognit ion, 
Relationship extraction, Lattice-LSTM, PCNN

1  Introduction

In 2012, Google took the lead in proposing the concept 
of “Knowledge Graph” (KG). The knowledge graph is 
essentially derived from the early semantic web [1] and is a 
structured semantic knowledge base with a graph structure. 
It can more intuitively describe the human cognitive world 
in the form of entity relationship and facilitate people’s 
cognition. Intelligently processing massive information 
through knowledge mapping technology can form a large-
scale knowledge base and support business applications. So 
that machines can better understand users, understand the 
network, understand resources, and provide users with more 
intelligent services. At present, the knowledge graph has been 
widely used in many fields such as e-commerce, finance, 
enterprises, public security, medicine, and justice.

In our research, we will introduce the knowledge graph 

technology into the semiconductor industry, build the 
knowledge graph of the semiconductor industry chain, form 
a systematic and standardized structure of huge redundant 
knowledge, and optimize the accuracy and efficiency of 
information query. This can intuitively describe all kinds of 
data information and their relationships in the form of graph, 
can infer some potential knowledge, and can expand users’ 
knowledge scope and understanding depth, which plays an 
important role for the popularization of knowledge in the 
semiconductor field.

The knowledge graph has large-scale knowledge data, and 
the relationship between the data is complex. Compared with 
traditional databases, graph databases have the advantages 
of easy modeling, high efficiency in storing and querying 
massive complex relational data, and are more consistent 
with the storage of knowledge graphs. Therefore, this paper 
will select the graph database Neo4j to provide users with 
more systematic and intelligent services through knowledge 
extraction, storage and visualization of entities and their 
relationships of multi-source semiconductor data.

The rest content and structure of the paper are as follows. 
Section 2 presents related works. Section 3 is the research 
contents and methods. Section 4 is knowledge graph 
construction. Section 5 is KG query system construction. 
Finally, Section 6 is conclusion and future work.

2  Related Works

2.1 Knowledge Graph
The earliest knowledge graph can be traced back to 

the 1960s. J. R. Quillian proposed the concept of semantic 
network, which is mainly used as an obvious axiom model 
of human associative memory. It is a structured way to 
express knowledge with a graph. Since then, the knowledge 
graph has officially come into people’s eyes. With the rapid 
development of the Internet, the semantic network has 
experienced the development of ontology, Web, semantic 
web and linked data. Until 2012, Google commercialized 
some concepts based on the semantic web and proposed the 
concept of knowledge graph. Following Facebook’s graph 
search, Microsoft Satori and specific knowledge bases in 
business, finance, life sciences and other fields have emerged. 
The most representative large-scale network knowledge 
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acquisition work includes DBpedia, Freebase, KnowItAll, 
WikiTaxonomy and YAGO, as well as BabelNet, ConceptNet, 
DeepDive, NELL, Probase, Wikidata, XLore, Zhishi.me, etc.

The knowledge graph is not a single technology, 
but the extraction, representation, fusion, reasoning and 
application process of the whole network big data. Through 
database, data mining, natural language understanding 
and other technologies, unordered data can be transformed 
into a knowledge network with a directed graph structure, 
where nodes represent entities or concepts, while edges 
represent the relationships between entity concepts. Its key 
technologies can be summarized as four processes: knowledge 
representation and modeling, knowledge extraction and 
mining, knowledge storage and fusion, knowledge retrieval 
and reasoning.

There are two ways to build knowledge graphs: 
Top Down and Bottom Up. The top-down construction 
method refers to defining the ontology and data pattern 
for the knowledge graph, which is generally suitable 
for the construction of the domain knowledge graph. In 
the process of defining ontology, first start from the top-
level concept, and then gradually refine it to form a well 
structured hierarchy. After defining the data schema, add 
entities to the concept one by one. This construction method 
usually requires the help of structured data sources such as 
encyclopedic knowledge. For example, FreeBase is built in 
this way, and most of its data is obtained from Wikipedia. On 
the contrary, the bottom-up approach, first summarizes and 
organizes entities to form the underlying concepts, and then 
gradually abstracts them upward to form the upper concepts. 
Typical representatives of knowledge graphs constructed in 
this way include Google’s Knowledge Vault and Microsoft’s 
Satori. 

According to the research direction and method of each 
person, the construction process will be slightly different. 
Yang et al. [2] divided the knowledge graph construction 
process into eight parts, including sample data collection, 
sample data cleaning, knowledge unit selection, unit 
relationship construction, data standardization, sample 
data simplification, knowledge visualization, and result 
interpretation. Borner et al. [3] divided it into six steps: 
extracting data, defining analysis units, selecting methods, 
calculating similarity, building knowledge units, and 
analyzing results. But they all mentioned the most important 
parts of knowledge graph construction: data acquisition, 
information extraction, knowledge fusion and construction. 
Figure 1 shows the construction process of knowledge graph. 
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Figure 1. Knowledge graph construction process

2.2 Entity Recognition Technology
Knowledge extraction mainly refers to the technology 

of extracting knowledge from data of different sources and 
structures by using entity extraction, relationship extraction, 
attribute extraction, event extraction, etc. Entity extraction, 
i.e., entity recognition, is the most critical part of knowledge 
extraction and the basis for building a knowledge graph. 
The accuracy of its methods will directly lead to the quality 
of the extracted knowledge entities, which will affect the 
performance of the application of knowledge graph functions. 
Especially in the vertical disciplines, it is the most difficult 
checkpoint in the knowledge extraction process.

Named entity recognition has always been a research 
hotspot in the field of natural language processing. At present, 
there are three common recognition methods: dictionary and 
rule based, statistical model based, and deep learning based. 

(1) Dictionary and rule based approach
Dictionary and rule based methods are the methods used 

in the earliest generation of named entity recognition. Most 
of these methods use specific rule templates or dictionaries 
constructed by linguists manually based on the characteristics 
of data sets. Rules include keywords, location words, location 
words, head words, indicators, statistical information, 
punctuation marks, etc. A dictionary is a dictionary composed 
of characteristic words and an external dictionary, which 
refers to the existing common sense dictionary. After the rules 
and dictionaries are formulated, the text is usually processed 
by regular matching to achieve named entity recognition. 

(2) Method based on statistical model
With the development of natural language processing, the 

method based on statistical model is proposed, and named 
entity recognition is regarded as a sequence annotation 
problem. Compared with the classification problem, the 
current prediction tag in the sequence labeling problem is 
not only related to the current input features, but also related 
to the previous prediction tag, that is, there is a strong 
interdependence between the prediction tag sequences. 
At present, mainstream statistical models mainly include: 
Hidden Markov Model (HMM) [4], Maximum Entropy 
(ME) [5], Maximum Entropy Markov Model (MEMM) [6], 
Support Vector Machine (SVM) [7], Conditional Random 
Fields (CRF) [8], and so on.

(3) Method based on deep learning
With the continuous development of deep learning, the 

research focus of named entity recognition (NER) has shifted 
to the Deep Neural Network (DNN), which hardly requires 
feature engineering and domain knowledge. Applying deep 
learning technology to named entity recognition has three 
core advantages. Firstly, NER benefits from nonlinear 
transformations, which generate nonlinear mappings from 
input to output. Compared with linear models, deep learning 
based models can learn complex features from data through 
nonlinear activation functions. Secondly, deep learning 
improves the efficiency of designing NER features. The NER 
model under the deep learning framework can generally be 
divided into three parts: input representation layer, context 
encoder, tag decoder. The function of the Input Layer is 
to map the discrete tokens that make up a sentence to a 
continuous space for later calculation. Context Encoder is 
used to model the semantics of words in sentences. There are 
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two main types of tag decoders. The first is MLP + Softmax. 
After we get the representation of each word, we directly use 
a linear layer to get the score of each tag corresponding to 
the word. The second is Conditional Random Field (CRF), 
which can model the internal dependencies of tag sequences. 
Currently, the commonly used methods are RNN [9], 
BiLSTM [10], BiLSTM-CRF [11], and so on.

Some scholars mixed auxiliary information and deep 
learning for named entity recognition. Adding attention 
mechanism, graph neural network, transfer learning, far 
supervised learning and other popular research technologies 
to neural network based structures are also the mainstream 
research direction at present. For example, Sun et al. [12] 
introduced more prior knowledge by designing queries in 
the MRC (machine reading comprehension) framework. On 
the basis of enhanced word embedding, Goyal et al. [13] 
developed a bilingual named entity recognition system based 
on two-way gated loop unit and convolutional neural network 
(CNN).

2.3 Relationship Extraction Technology
The construction of knowledge graph not only needs 

to extract the required entities, but also needs to extract the 
relationship. Relation extraction refers to extracting the 
semantic relationship between two or more entities from the 
text. Relation extraction mainly includes rule based extraction 
method, supervised learning method, semi supervised 
learning method, and remote supervised learning method.

(1) Rule based approach
Rule based knowledge extraction is mainly to extract 

triplet information (entity relationship entity) from articles 
by manually defining some extraction rules. Under the 
customized rules, irrelevant phrases are removed and the 
remaining phrases are matched. However, the rule-based 
method has the same defects as the rule-based method of 
entity extraction. It cannot propose complex relationships, 
and it will consume a lot of human effort to build. It is only 
suitable for simple data extraction of small data.

(2) Supervised learning methods
Supervised learning uses labeled training data and 

traditional machine learning models or deep learning 
algorithms to build network models, such as C-GCN [14] 
and EPGNN [15]. Although supervised learning method can 
obtain good results by using high-quality annotation data, 
it requires expensive manpower and material resources to 
obtain high-quality annotation data.

(3) Semi supervised learning method
Semi supervised learning is a solution to the problem of 

obtaining a large number of high-quality annotation data. 
Bootstrapping learning and remote supervision methods are 
commonly used by using a small number of high-quality 
annotation data and learning through related algorithms. For 
the relationship extraction task, the Bootstrapping algorithm 
inputs a small amount of entity relationship data as the seed 
to find more related data with a certain relationship. However, 
due to searching results in large-scale data through seeds, 
ambiguous information may appear. The method of multi 
task learning can also be used to combine semi supervised 
relation extraction tasks with other tasks for training and 
learning.

(4) Remote supervised learning method
Remote supervised relation extraction is to align the 

corpus in large-scale unstructured text with the knowledge 
base, so that a large amount of training data can be obtained 
for model training. There are very strong assumptions or 
rules in the process of obtaining sample data, and there 
will be a lot of noise data. Text cannot clearly express the 
relationship between entities. Therefore, how to reduce the 
impact of noise data on the performance of remote supervised 
relation extraction is the focus of current research. Generally, 
reinforcement learning, confrontation learning and various 
attention mechanisms are used to improve data robustness.

2.4 Knowledge Storage
The traditional knowledge graph is expressed based on 

RDF (Resource Description Framework), which is proposed 
by W3C to create and process metadata. The graph database 
is essentially a NoSQL database. The stored graph is a 
group of nodes and the relationship between these nodes. 
Graphics store data in nodes and relationships in the form of 
attributes, which are key value pairs used to represent data. 
Different from other databases, the relationship occupies 
the primary position in the graph database. Based on this, 
it is very convenient to use the graph database to store the 
knowledge graph. Compared with RDF, graph database can 
better express real business application scenarios and pay 
more attention to the efficiency of data query and access, 
so it has more advantages in storage and query. According 
to the storage structure, knowledge storage can be divided 
into two types: knowledge storage based on table structure 
and knowledge storage based on graph structure, as shown 
in Figure 2 below. Table 1 shows some common graph 
databases.
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Figure 2. Classification of knowledge storage types

Neo4j is supported by a native graphic storage and 
processing engine, which can provide an intuitive, flexible 
and secure database to provide a unique and feasible storage 
solution. It also supports the use of CQL (Cypher) language, 
which is a declarative pattern matching language designed for 
graphic databases. Neo4j follows SQL syntax and is efficient, 
very simple, user-friendly and highly readable. Comparing 
with RDBMS, the graph model of Neo4j database is flexible, 
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and it is good at storing and managing massive and complex 
semi-structured or unstructured associated data. It also can 
rely on Zookeeper to manage load balancing decentralized 
distributed storage, build a highly reliable cluster using multi 
replica master-slave replication, support large data sets, and 
constantly expand its capacity. Based on the above reasons, 
this paper finally selects the graph database Neo4j as the 
knowledge storage scheme. 

Table 1. Common graph databases

2.5 Semiconductor Related Knowledge
The process of semiconductor industry is very complex 

and the technical barrier is very high. According to the 
industrial process, it can be divided into upstream, midstream 
and downstream links. The upstream is mainly the preparation 
link, such as electronic design automation (EDA) software, IP 
design, semiconductor equipment, semiconductor materials, 
etc. The midstream mainly processes semiconductor, such 
as integrated circuit (IC) design, IC manufacturing, IC 
packaging and testing. Downstream is mainly in application 
fields, such as automobile, computer, manufacturing, security, 
communication, consumer electronics, industry, military 
industry, and so on. Figure 3 is the Process Flow Chart of 
Semiconductor.

Figure 3. Process flow chart of semiconductor

2.6 Related Algorithms
2.6.1 Conditional Random Field

Conditional random fields (CRF) is a basic model in 
natural language processing, which is widely used in scenes 
such as word segmentation, entity recognition and part of 
speech tagging. At present, linear chain conditional random 
fields are mainly used to label scenes. CRF is a sequence 
modeling framework with all the advantages of maximum 
entropy Markov model, and it also solves the problem of 
label deviation in principle. CRF uses a single exponential 

model to represent the joint probability of the entire tag 
sequence for a given observation sequence. Therefore, 
the weights of different features in different states can be 
weighed against each other. Two graph structures of linear 
chain conditional random fields are shown in Figure 4.

Figure 4. Two graph structures of conditional random fields

In the Figure 4, X  = (X1, X2, …, Xn) is the input 
observation sequence, and Y = (Y1, Y2, …, Yn) is the output 
annotation sequence. The linear chain CRF mainly has two 
important components: the transmission matrix and the 
transfer matrix. The emission matrix is the sum of the product 
of each node characteristic function and its weight; The 
transfer matrix is the sum of the product of each local Eigen 
function and its weight. The selection of feature functions in 
CRF is directly related to the performance of the model. The 
selection of features needs to consider the characteristics of 
the text sequence, such as domain, expression, etc. CRF is 
defined as follows:

( ) ( )( )1 , ,, ,

1( | ) exp , , ,k k i i l l i x ii k i l
P y x t y y x i u s y

Z
λ −= +∑ ∑      

( ) ( )( )1 , ,, ,
( ) exp , , , ,k k i i l l i x iy i k i l

Z x t y y x i u s yλ −= +∑ ∑ ∑  

where tk is the characteristic function defined on the edge, and 
sl  is the characteristic function defined on the node, λk  and μl 

is the corresponding weight value. Z(x) is the normalization 
factor, and the sum is performed on all possible output 
sequences.
2.6.2 Long and Short Term Memory Network

Long Short Term Memory (LSTM) [16] is a kind of 
time cyclic neural network, which is specially designed to 
solve the long-term dependence problem of general RNN 
(cyclic neural network). LSTM is suitable for processing 
and predicting important events with very long intervals 
and delays in time series. The internal structure of LSTM is 
shown in Figure 5 below:

Figure 5. LSTM structure diagram (Ref. [14])
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The core idea of LSTM is that the top cell state runs 
directly on the whole chain, similar to a conveyor belt, with 
only some simple linear transformations, so information can 
easily flow between different modules and remain unchanged. 
If there is only the top horizontal line, information cannot be 
added or deleted. It needs a structure called gates to achieve 
this. It is this design that gives LSTM the ability to remember 
long-term information. The design of the gate mainly 
includes three parts: input gate, forgetting gate and output 
gate. The formula of each part is as follows.

Input gate: ( )1,t i t t ii W h x bσ −= ⋅ +  

Forgetting gate: ( )1,t f t t ff W h x bσ −= ⋅ +  

                          ( )1tanh ,t C t t CC W h x b−= ⋅ +  

Output gate: ( )1,t o t t oo W h x bσ −= ⋅ +  

Long Term Memory: 1t t t t tC f C i C−= ∗ + ∗ 

Short Term Memory: ( )tanht t th o C= ∗

The first part is the forgetting gate. The forgetting layer 
determines which information needs to be forgotten from 
the cell state. The output of the upper layer and the sequence 
data to be inputted by this layer are used as the input, and 
the output is ft through an activation function sigmoid. 
The second part is the input gate, which determines which 
new information can be stored in the cell state. The input 
gate consists of two parts. The first part uses the sigmoid 
activation function, and the output is it. The second part uses 
the tanh activation function, and the output tC . The third part 
is the output gate, which determines the output value. First, 
we use the sigmoid activation function to get an ot of [0,1] 
interval value, and then we multiply the cell state Ct by ot 
after processing it with the tanh activation function, which is 
the output ht  of this layer.
2.6.3 Bidirectional Short and Long Term Memory 

Network
The basic idea of bi-directional recurrent neural network 

(BiRNN) is that every forward and backward input sequence 
passes through a cyclic neural network once. Such a bi-
directional structure provides complete past and future 
context information for each node in the input sequence of 
the output layer. The bidirectional LSTM (BiLSTM) [17] 
replaces the ordinary RNN unit in the BiRNN with the LSTM 
unit. The BiLSTM neural network structure model is divided 
into two independent LSTMs. The input sequence is input 
to two LSTM neural networks in positive and reverse order 
respectively for feature extraction. The word vector formed 
by splicing the two output vectors (i.e. the extracted feature 
vector) is used as the final feature expression of the word. 
The model design concept of BiLSTM is to make the feature 
data obtained at time t have both past and future information. 
Experiments show that this neural network structure model is 
superior to a single LSTM structure model in the efficiency 
and performance of text feature extraction. The structure of 
BiLSTM is shown in Figure 6.
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Figure 6. BiLSTM structure diagram (Ref. [15])

3  Research Contents and Methods

Knowledge extraction is the basis of building a 
knowledge graph, and the accuracy of extraction determines 
whether the knowledge graph is perfect or not. This section 
will focus on the establishment of the original data of the 
semiconductor industry chain. Firstly, entities are extracted 
based on Lattice-LSTM model, and then relations are 
extracted using piecewise convolutional neural network 
(PCNN) model by means of remote supervision.

3.1 Data Acquisition and Pre-processing of Semiconductor 
Industry

3.1.1 Data Acquisition
In this study, we use Python and BeautifulSoup4 and 

Requests tools to crawl HTML information of web pages 
for semiconductor industry chain. After investigation, we 
select domestic semiconductor knowledge websites with high 
reliability, such as electronic information industry websites 
(http://www.cena.com.cn), China Semiconductor Network 
(http://www.bandaoti.biz), and so on. For the knowledge in 
written magazines, we directly use manual supplementary 
recording to save the data in csv format. In combination with 
Baidu Encyclopedia, Zhihu website and other information 
sources, we can obtain information about semiconductor 
industry chain related processes, semiconductor company 
details, semiconductor product details and so on. Figure 7 
shows the data source acquisition scope.
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3.1.2 Pre-processing
The data in this paper is mainly obtained from websites 

by the crawl technology. However, the information obtained 
by the crawler may be partially incomplete and different. In 
order to reduce the interference of noise, it is necessary to 
preprocess the original data, mainly to remove useless labels, 
remove redundant punctuation marks, and some unnecessary 
pause words, and finally form a new sentence.

3.2 Named Entity Recognition
3.2.1 Build Features

In order to improve the performance of the prediction 
model, the input features of this paper mainly include 
character features, word boundary features, part of speech 
features, and entity labeling features. For the feature 
construction of entity annotation, this paper establishes a 
small entity dictionary based on the obtained structured data. 
The semiconductor entity dictionary library constructed in 
this paper mainly contains those data such as semiconductor 
compan ies ,  p roduc t ion  p roduc t s ,  s emiconduc to r 
classifications, applications etc. For the convenience of 
construction, only 152 data of semiconductor companies, 
152 executive directors, 15 products and 15 semiconductor 
classifications are selected. The entity label is marked by 
BIO (B-begin, I-inside, O-outside) sequence. It mainly 
aims at person name, company name, EDA software, 
IP module, Reticle, Photoetching, Sedimentary, Silicon, 
Etching, Polishing, special gas, Epitaxial, Encapsulation, 
Semiconductor device, IC design, IC manufacture, IC 
packaging and so on. B-X stands for the beginning of entity 
X, I-X stands for the middle or end of entity X, and O stands 
for not belonging to any type. For example, 台积电 (TSMC) 
can be labeled as 台 (B-Company) 积 (I-Company) 电
(I-Company). For part of speech and word boundary features, 
the corresponding labeling method of the word segmentation 
tool of Jieba is used. Figure 8 shows the style of data 
annotation.

Figure 8. The style of data annotation
Note. 1987 年 , 张忠谟创立台积电 , 几乎没有人看好 In 1987, Zhang 
Zhongmo founded TSMC, and almost no one was optimistic about it

3.2.2 Word Embedment
Because text information and labeled information 

are non-computable information and cannot be inputted 
in the deep learning model, it is necessary to encode the 

information. In natural language processing, One-Hot coding 
is the most basic coding method. Its method is to use the 
N-bit status register to encode N states. Each state has its 
own independent register bit, and at any time, only one of 
the bits is valid. One Lot encoding is the representation of 
classification variables as binary vectors. This first requires 
mapping classification values to integer values. Then, each 
integer value is represented as a binary vector, which is zero 
except that the index of the integer is marked as 1. However, 
the vector dimension of One-Hot coding will increase with 
the increase of word size. If there is too much data, it will 
cause dimension disaster, so it is suitable for a small amount 
of data. In addition, this coding method is too sparse, and 
the efficiency of computing and storage is not high. The 
distributed representation of words solves this problem. 
By training word information, it depicts the relationship 
with context information. Distributed representation uses 
low dimensional continuous vectors to represent word 
information, and words with similar semantics will be similar 
in vector space. At present, the mainstream algorithms for 
word embedding include Word2Vec and Glove, among which 
Word2Vec is widely used. It is a software tool for training 
word vectors, which was disclosed by Google in 2013. 
Word2Vec can express a word into vector form quickly and 
effectively through the optimized training model according to 
the given corpus. Word2Vec has two model structures. One is 
to predict the headword based on the context information of 
the word, which is called CBOW model (Continuous Bag-of-
Words Model). The other is to predict the context word based 
on the headword, which is called Skip gram model. This 
article uses the Skip gram model. Skip gram model structure 
is shown in Figure 9 below.

w(t)

w(t-2)

w(t-1)

w(t+1)

w(t+2)

INPUT PROJECTION OUTPUT

Figure 9. The structure of Skip-gram model

In the above Figure 9, w(t) is the headword, also known 
as the given input word. There is a hidden layer that performs 
the dot product between the weight matrix and the input 
vector w(t). The result of the dot product operation in the 
hidden layer is transferred to the output layer. The output 
layer calculates the dot product between the hidden layer 
output vector and the output layer weight matrix. Then 
the softmax activation function is used to calculate the 
probability of words appearing in the w(t) context at a given 
context position. 



A Construction of Knowledge Graph for Semiconductor Industry Chain Based on Lattice-LSTM and PCNN Models   319

3.2.3 Entity Recognition Based on Lattice LSTM Model
Due to the different language structure characteristics 

between Chinese and English, the basic unit of Chinese is 
character and has not been separated, so entity recognition 
for Chinese is a little more difficult than that for English. It 
is very difficult to understand a sentence only at the word 
level, for example, a thief steals something secretly ( 小偷偷
偷偷东西 ). Without word segmentation, it will be difficult 
to understand. Therefore, word segmentation is essential 
for Chinese entity recognition. However, if the sentence is 
segmented first, it will be more difficult to label the sequence 
once the marking is wrong. Lattice-LSTM [18] solved this 
problem. Lattice-LSTM is an improved grid structure based 
on BiLSTM-CRF. It forms a new vector representation for 
each word node and sends the word vector to the context 
encoder, and modifies the context encoder accordingly to 
enable it to encode this structure.
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Figure 10. Lattice LSTM structure
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Figure 11. The structure diagram of Lattice LSTM based named 
entity recognition

As shown in Figure 10, the model automatically controls 
the information flow from the beginning to the end of a 
sentence, and dynamically routes the information from 
different paths to each character with a gating unit. After 
training on the corpus data, Lattice-LSTM can learn to 
find more useful words from the context to obtain better 
performance. Compared with LSTM-CRF based character 
sequence mark model and word sequence mark model, 
Lattice-LSTM improves the accuracy of entity recognition 
and has the best results in Chinese entity recognition data 
sets in different fields. Compared with character based and 

word based entity recognition methods, this model has the 
advantage of using explicit word information instead of 
character sequence marks, and does not have segmentation 
errors.

Figure 11 shows the structure of named entity recognition 
based on Lattice LSTM. The input of the model is a character 
sequence c1, c2, …, cm, as well as all character subsequences 
matched from the dictionary, which is constructed by using 
large automatically segmented original text. Use W d

b,e to 
represent the subsequence starting with character index b and 
ending with character index e, as shown in Figure 10, Wd

1,3 
refers to “ 张忠谋 ” and Wd

6,8 refers to “ 台积电 ”. The model 
involves four types of vectors, namely, input vector, output 
hidden vector, cell vector and gate vector (See Figure 11 
& Figure 5). As a basic component, character input vectors 
xc

j are used to represent each character cj . The basic loop 
structure of the model is constructed using the character unit 
vector cc

j and the hidden vector hc
j of each cj , which cc

j is used 
to record the circular information flow from the beginning 
of the sentence to the cj , and hc

j is used to mark the CRF 
sequence. The basic loop LSTM formula is shown below.
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where cc
j , f

c
j and oc

j represent a group of input gates, forgetting 
gates and output gates respectively. WcT and bc is the model 
parameter. σ represents the sigmoid function. However, 
unlike the character based model, the calculation of cc

j takes 
into account the dictionary subsequence Wd

b,e in the sentence. 
Each subsequence is represented by a xw

b,e = ew(Wd
b,e) formula, 

where ew represents the same word embedding. In addition, a 
word unit cw

b,e is used to represent the cyclic state xw
b,e  starting 

from the sentence. The value of cw
b,e is calculated by the 

following formula.
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where i w
b,e and f w

b,e are a set of input gates and forgetting gates. 
Because tags are executed only at the character level, there 
is no output gate for the word cell. For cw

b,e , there are more 
cyclic information paths into each cc

j , for example, the input 
sources of cc

7 include xc
8 (electricity), xw

6,8 (TSMC), link all cw
b,e 

and b to unit cc
e , and use additional gate i w

b,e to control weight 
for each subsequence unit cw

b,e .
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Normalize the gate values i c
b,i and i c

i to α c
b,i and α c

c,i . 
The final hidden vector hc

i is then calculated. During entity 
recognition training, the loss value is back propagated to the 
parameters Wc, bc, Ww, bw, Wl, and bl, allowing the model 
to dynamically focus on tags with higher correlation. The 
standard CRF layer is applied to h1, h2, ..., hτ, where τ is the 
n based on character and Lattice model or m based on word 
model. The probability of tag sequence y = l1, l2, ..., lτ  is
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where y' represents any tag sequence, W li
CRF is a model 

parameter specific to li , and bCRF
(li−1, li) is a deviation specific to 

li−1 and li . Finally, the first order Viterbi algorithm is used to 
find the tag sequence with the highest score in the word based 
or character based input sequence. Given a set of manually 
marked training data {(si, yi)|

N
i =1}, the L2 regularized sentence 

level logarithm likelihood loss function is used to train the 
model:

( ) 2

1
log ( | )

2
N

i ii
L P y s λ

=
= + Θ∑

where λ is the L2 regularization parameter, Θ  representing 
the parameter set.
3.2.4 Model Training

The Lattice LSTM model originally uses four different 
datasets, including OntoNotes 4, MSRA, Weibo NER, and 
Chinese resume to train. We add our own datasets (Mine) to 
the catalog and train them separately. The statistical results of 
the datasets are shown in Table 2.

Table 2. Lattice LSTM training dataset
Datasets Type Training set Validation 

set
Test set

OntoNotes Sentence 
Characters

15.7K
491.9k

4.3k
200.5k

4.3k
208.1k

MSRA Sentence 
Characters

46.4k
2169.9k

--
--

4.4k
172.6k

Weibo Sentence 
Characters

1.4k
73.8k

0.27k
14.5k

0.27k
14.8k

Chinese
resume

Sentence 
Characters

3.8k
124.1k

0.46k
13.9k

0.48k
15.1k

Mine Sentence 
Characters

7.2k
134.9k

1.8k
67.4k

1.8k
67.2k

Regarding the model parameters, we used the Lattice-
LSTM model fixed parameters, and Table 3 shows the hyper-
parameter values of our model. The parameters were not 
modified except for the number of hidden layers changed to 
100. The embedding size is set to 50 and the dropout is set to 
0.5. The model is optimized using a random gradient descent 
method, with an initial learning rate of 0.015 and a decay rate 
of 0.05.

Table 3. Lattice LSTM experimental parameters
Parameter Value Parameter Value

char emb size 50 bigram emb size 50
lattice emb size 50 LSTM hidden 100

char dropout 0.5 lattice dropout 0.5
LSTM layer 1 regularization λ 1e-8

learning rate lr 0.015 lr decay 0.05

After the initial establishment of the model, it is necessary 
to train the model and verify its performance. This article 
mainly evaluates the performance of the model using three 
indicators: Precision, Recall, and F1-Score. The F1 value 
belongs to the comprehensive performance indicator and 
is considered the most authoritative indicator. The detailed 
formula is as follows:

100%TP
N

= ×

100%TR
M

= ×

1
2 100%P RF

P R
× ×

= ×
+

Among them, T represents the number of correct 
entity recognition, N represents the total number of entity 
recognition, and M represents the total number of labeled 
data.
3.2.5 Experimental Analysis

In our experiment, we divided it into two parts. In the 
first part, we first split our data (Mine) into a training set, a 
validation set, and a test set, and combined them with the 
model to conduct the experiment. Part 2: In order to verify 
the impact of specific domains on entity extraction, we will 
strengthen the dataset, and the enhanced dataset will be 
Mine-en, mainly adding domain entities. In the third part, we 
also compared our own dataset with the OntoNotes dataset 
and Weibo data. The experimental results are shown in Table 
4.

Table 4. Experimental results of entity extraction
Datasets P (%) R (%) F1 (%)

OntoNotes 75.87 70.35 72.87
Weibo 52.98 61.91 58.09
Mine 64.29 36.73 46.75

Mine-en 87.34 74.11 80.19
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Experiment 1 shows that our dataset F1 can only achieve 
an effect of 46.75%, which is not as good as the OntoNotes 
dataset (72.87%) and Weibo dataset (58.09%) in terms 
of model performance. The reason for this is that specific 
domain datasets have fewer labels, resulting in imbalanced 
data. Experiment 2 shows that as the number of domain 
datasets increases, the performance of the model continues to 
improve. Based on the Lattice-LSTM model, we performed 
excellently on our semiconductor dataset, with F1 values 
increasing by 10% compared to the OntoNotes dataset and 
38% compared to the Weibo dataset. The main reasons can be 
summarized as follows: (1) The specific domain dataset has 
a small physical range, strong professional terminology, and 
low noise. (2) There are few types of labels in the dataset, 
with obvious differentiation and low ambiguity. (3) The 
training dataset is large, encompassing the vast majority of 
entities in the field. We have shown the variation of F1 with 
the number of iterations in Figure 12.

Figure 12. The relationship between F1 and iterative training

In summary, in the case of insufficient domain data, the 
extraction of domain entities is difficult. However, while 
ensuring data quality, training with a large amount of domain 
data can easily achieve a high level of model performance.

3.3 Relation Extraction
Through the above section, the entity recognition process 

has been completed, and the model has the ability to extract 
semiconductor entity information. This section mainly 
combines sentence information to extract corresponding 
relationships from entities. The combination of entity 
extraction and relationship extraction forms a complete 
knowledge extraction, which is transformed into structured 
data and saved text to build a knowledge graph of the 
semiconductor industry chain.

Most of the traditional relational extraction schemes use 
supervised learning. In the case of sufficient training data, 
this method can achieve good results, but supervised learning 
requires manual annotation to complete a large number of 
annotation tasks, which costs a lot. In order to solve this 
problem, our paper adopts the method of remote supervised 
learning, and a large number of labeled data are obtained 
from the existing information, but this method also introduces 
some noise.

Our paper is based on relationship extraction in 

the semiconductor field. The classification and type of 
relationships are clear, so the task of relationship extraction 
can be seen as relationship judgment based on entity 
extraction, whether there are relationships between entities 
and the categories of relationships. At the same time, in order 
to improve the impact of remote supervision data annotation, 
after coding using the Piecewise Convolutional Neural 
Networks (PCNN) [19] model, the attention mechanism 
at the package level is used to obtain information from 
sentences with high matching degree to reduce the impact of 
noise as much as possible.
3.3.1 Remote Supervision Label

In order to break the limitation of manual data annotation 
in supervised learning, Mintz et al. [20] proposed the Remote 
Supervision algorithm. The core idea of this algorithm is 
to align the text with the large-scale knowledge map, and 
label the text using the existing entity relationships in the 
knowledge map. The basic assumption of remote supervision 
is that if a triple (E1, R, E2) can be obtained from the 
knowledge map (E represents an entity, R represents a 
relationship) and E1 and E2 appear together in the sentence 
S, S expresses the relationship R between E1 and E2, which 
is labeled as a training positive example. Remote supervised 
algorithm is widely used in the mainstream relational 
extraction system. For example, Zhou et al. [21] proposed a 
remote supervised relationship extraction method with self-
selective attention. This method uses a layer of convolution 
and self-attention mechanism to encode instances, to learn 
better semantic vector representation of instances.

The data in this chapter are annotated based on the data 
processed by entity recognition and the existing knowledge 
and remote supervision algorithm. First, filter the existing 
sentences, mainly filtering some invalid sentences that do not 
contain entities or only contain one entity, or the relationship 
between entities is not in the relationship extraction type. The 
remaining sentences are the original data of this experiment, 
which are annotated by remote supervision.

According to the above description of remote supervision, 
some noise will be introduced by using remote supervision 
labels, such as “Dr. Chen Zhikuan is the president and CEO 
of Xinsi Technology” ( 陈志宽博士任美国新思科技总
裁兼联席首席执行官 ), which clearly indicates that Chen 
Zhikuan is the executive director of New Ideas Technology. 
However, the sentence “Chen Zhikuan led Xinsi Technology 
to donate the world’s top core chip design tools worth 
millions of dollars at that time to Tsinghua University” (陈志
宽带领新思科技捐赠当时价值数百万美元的全球顶尖的
核心芯片设计工具给清华大学 ). The specific relationship 
between Chen Zhikuan and Xinsi Technology was not clearly 
demonstrated. In order to reduce the influence of such noise, 
a piecewise convolutional neural network model based on 
sentence attention mechanism is used to extract relations.
3.3.2 Build Features

The input features of this experiment mainly include 
word features and location features. For word features, 
they have been introduced in this chapter. For Chinese 
relationship extraction, we first use the word segmentation 
tool Jieba to segment sentences to facilitate the subsequent 
determination of location features. After word segmentation, 
this experiment also uses Skip-gram model of Word2Vec to 
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construct word features. For location features, after previous 
data processing, all sentences contain at least two entities, 
so it is important to judge the related words between the 
two entities. The relative position between sentences can be 
used as the key to judge the relationship between sentences. 
The closer words are to entities, the more likely they are to 
represent the relationship between entities. Therefore, this 
paper uses the relative position information of words as 
the feature of relation extraction [22]. For example, in the 
following example sentence, the relative positions from “CEO 
( 首席执行官 )” to “Chen Zhikuan ( 陈志宽 )” and “Xinsi 
Technology ( 新思科技 )” are 8 and 4 respectively. As shown 
in Figure 13.

Figure 13. Relative position representation

3.3.3 Piecewise Convolution Neural Network Model
The network structure of the piecewise convolutional 

neural network (PCNN) model processes a sentence in 
four steps: feature representation, convolution, piecewise 
maximum pooling, and Softmax classification. In order to 
connect the attention mechanism, Softmax will be introduced 
later. As shown in Figure 14 below.
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c2
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Figure 14. Piecewise convolution neural network model

(1) Feature representation
The input vector consists of two parts, aiming at the two 

types of features constructed previously: word features and 
location features. Word feature uses Word2Vec to generate 
word vector. The position feature transforms the relative 
distance into a real value vector by searching the position 
embedding matrix. Suppose that the size of word embedding 
is dw = 4, and the size of positional embedding is dp = 1. In 
compound word embedding and positional embedding, the 
vector representation part converts the instance into a matrix 
S = Rs×d , where s is the sentence length, and d = dw + dp ∗ 2. 
The matrix S is used as the input of the feature.

(2) Convolution
Assuming that the width of the convolution kernel 

is w (sliding window) and the length is d (feature vector 
dimension of words), the size of the convolution kernel is W 
= w ∗ d. The step size is 1. Input layer is a s × d dimensional 
matrix, the convolution operation is to use the convolution 
kernel W and the w-gram of S to do the dot product every 
time it slides, and get the sequence c ∈ Rs+w−1.

1:j j w jc wq − +=

The value range of j is 1 < j < s + w −1, and the value 
outside the range is zero. In order to have the ability to 
capture different features, it is usually necessary to use 
multiple filters (or feature maps) in convolution. Suppose we 
use n filters (W = {w1, w2, …, wn}), the convolution operation 
can be expressed as

1: ,1ij i j w jc w q i n− += ≤ ≤

In this experiment C = {c1, c2, …, cn} ∈ ( 1)n s wR × + − , three 
different filters are used in the convolution process.

(3) Piecewise maximum pooling
Because a single maximum pooling will reduce the size 

of the hidden layer too quickly, and it is too rough to capture 
fine-grained features for relationship extraction. In addition, 
a single largest pool is not enough to capture the structure 
information between two entities. In order to capture the 
structure and other potential information, the experiment 
divides the convolution result into three parts according to 
the location of two given entities, and designs a piecewise 
maximum pooling layer. The piecewise maximum pooling 
process returns the maximum value in each segment, rather 
than a single maximum value in the entire sentence. Therefore, 
compared with traditional methods, it is expected to show 
better performance.

The vector ci obtained by each convolution kernel 
is divided into three parts {ci1, ci2, ci3} according to two 
entities, and the maximum pooling by segments is to take the 
maximum value of each part respectively:

max( ),  1 ,  1 3ij ijp c i n j= ≤ ≤ ≤ ≤

After subsection pooling, we can get a 3-dimensional 
vector pi = {pi1, pi2, pi3}. To facilitate the next input to the 
softmax layer, the pooled vector pi of n convolution kernels 
is spliced into a 1 × (3 ∗ n) vector p1:n , and finally, the tanh 
activation function is used for nonlinear processing to obtain 
the final output:

1:tanh( )ng p=

The size of g is fixed and has nothing to do with the 
length of the sentence.
3.3.4 Constructing Package Level Attention Mechanism 

on Multiple Instances
To solve the problem of label errors, we construct 

package level attention on multiple instances, expecting 
to dynamically reduce the weight of those noisy instances. 
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Finally, the relation vectors weighted by package level 
attention are extracted.

An important challenge in relational classification is 
the interference of noise. The introduction of multi instance 
learning can alleviate the problem of error labels to some 
extent. After introducing multi instance learning, the 
objective function is still the cross entropy loss function, but 
the loss is calculated based on packets rather than sentences. 
We apply the softmax operation to all relationship types:

1
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e

θ

=

=
∑

where m j
i represents the input of the jth sentence in the ith 

package, θ is a network parameter and θ = (E, PF1, PF2, W, 
W1)

2, r represents the relationship type, or  is the rth component 
of PCNN model output. For each entity pair, it may not only 
appear in one sentence, but also multiple sentences (qi). 
After full connection layer processing, multiple sentences 
containing the same entity pair can obtain different prediction 
tags and prediction probabilities. For the prediction results 
of each entity pair, the prediction tag of the sentence with the 
highest prediction probability is selected as the prediction tag 
of the entity pair, and used to calculate the cross entropy loss. 
The specific formula is as follows:

( )* arg max | ; ,1 .j
i i i ij p y m j qθ= ≤ ≤

If there are T entity pairs, it is necessary to select T 
sentences and calculate the cross entropy loss:

1

( ) log ( | ; )
T

j
i i

i

J p y mθ θ
=

=∑

Finally, the gradient is obtained by gradient descent 
method, and the error is back propagated.

Through the previous introduction, we know that the 
traditional back propagation algorithm modifies the network 
according to all training cases, while the multi instance 
learning back propagation algorithm modifies the network 
according to packets. Therefore, our method captures the 
essence of remote supervised relationship extraction, and 
some training examples will inevitably be mislabeled. When 
a trained PCNN is used for prediction, a packet is marked 
as positive when and only when the output of the network 
is assigned as a positive mark on at least one instance of the 
network.

In the training and prediction phase, the method based on 
multi instance learning only uses the sentence information 
with the maximum probability for each entity pair, which will 
inevitably ignore the valuable sentence semantic information. 
The introduction of package level attention mechanism can 
solve this problem well [23]. By constructing the sentence 
selection attention mechanism, the valuable sentences are 
given a higher weight, while the noisy sentences are given a 
smaller weight, and then the sum is accumulated according 

to the weight as the feature vector of the whole package. The 
structure of the package with attention mechanism is shown 
in Figure 15. Set s is the weighted sum of these sentence 
vectors.
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Softmax
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Figure 15. Package with attention mechanism
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where αi is the weight of each sentence vector xi . Sentences 
that use selective attention to reduce noise. Therefore, αi is 
further defined as:
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where ei is a query based function, which scores the matching 
degree of input statement xi and prediction relation r. 
We choose the bilinear form, which can achieve the best 
performance in different schemes.

i ie x Ar=

where A is a weighted diagonal matrix and r is a query 
vector related to relation r, representing the representation 
of relation r. Finally, we define the conditional probability 
through a softmax layer as follows.
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where nr is the total number of relationships, and o is the final 
output of the neural network, corresponding to the scores 
related to all relationship types, as defined below.

o Ms d= +

where d ∈ rnR is the offset vector and M is the representation 
matrix of the relationship.
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3.3.5 Piecewise Convolution Neural Network Based on 
Package Level Attention Mechanism
First, PCNN is used to extract the eigenvector v of each 

sentence, and then the attention weight of each sentence 
is calculated by stitching the hidden layers. Finally, the 
weighted sum of all sentence feature vectors is the feature of 
the package. The overall framework is shown in Figure 16 
below:
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 Figure 16. Piecewise convolution neural network with sentence 
level attention mechanism

3.3.6 Experimental Analysis
This article will use the PCNN model from the OpenNRE 

toolkit for relationship extraction. OpenNRE is an open-
source neural network relationship extraction toolkit that 
allows us to directly call APIs for relationship extraction, 
greatly simplifying our work. By adjusting, we used Table 5 
as our experimental parameters.

Table 5. PCNN experimental parameters
Parameter Value Parameter Value

Hidden size 230 Word size 50
Position size 50 Kernel size 3
Padding size 1 dropout 0

We filter out sentences that satisfy two entities in the 
Mine-en dataset to form a new relational dataset Mine-re, and 
train the relational dataset Mine-re in the model. We compare 
it with the NYT10m dataset to check its effectiveness. The 
results are shown in Table 6.

Table 6. Experimental results of relationship extraction

Data set F1
NYT10m 62.45
Mine-re 66.67

The experiment shows that our dataset performs well on 
the PCNN model, which is more stable than the NYT10m 
dataset, and the performance is improved to 66.67%. The 
reason for this is that the domain dataset has clear entities 
and clear relationships. The data collected this time is all 
from the semiconductor field, and pipeline based relationship 
extraction is used. The previous entity extraction has 
determined that the entity belongs to the field, and the 
model did not receive much interference during relationship 
extraction. However, our F1 value is smaller than expected, 
which may be due to our small dataset.

4  Knowledge Graph Construction

In this section, Neo4j graph database will be used to store 
those entities and relationship for semiconductor industry 
chain. Logically, we usually divide the knowledge graph into 
two layers: data layer and pattern layer. Pattern layer is above 
the data layer. It is the core of the knowledge graph and 
stores refined knowledge and is usually managed through the 
ontology library. Regarding the data layer, it stores entities 
and real data. 

4.1 Analysis and Construction of Semiconductor Domain 
Knowledge Database

4.1.1 Domain Knowledge Database Analysis
The whole process of chip production divides into 

15 parts including EDA software, IP modules, masks, 
lithography materials, deposition materials, silicon materials, 
etching materials, polishing materials, special gases, epitaxial 
wafers, packaging materials, semiconductor equipment, 
IC design, IC manufacturing, IC packaging and testing. 
The extracted data are classified to ensure the hierarchical 
correspondence. After establishing the correct category and 
hierarchy system, hierarchical division is carried out for 
the attribute of each category ontology and the relationship 
between ontology. 
4.1.2 Ontology Division and Construction

We divide the types of entit ies into five types, 
corresponding to company name (Figure 17(a)), CEO name 
(Figure 17(b)), product name (Figure 17(c)), industrial chain 
port and application domain (Figure 17(d)). The relationship 
types are divided into four types: person and company 
(Figure 17(e)), company and product (Figure 17(f)), product 
and industry chain (Figure 17(g)), and industry to domain 
(Figure 17(h)). The connection between each entity will be 
created according to the relationship extracted from the data. 

    

(a) company.csv

(b) CEO.csv
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(c) product.csv

 (d) domain.csv

    

  (e) personToCompany.csv     

  (f) companyToProduct.csv

(g) productToIndustry.csv

(h) IndustryToDomain.csv

Figure 17. Entity and relationship data

4.2 Knowledge Graph Storage of Semiconductor Industry 
Chain Based on Neo4j

4.2.1 Method for Creating Neo4j Knowledge Map
At present, Neo4j has three versions. For research use, we 

use the community version here. After downloading, execute 
the DOS command “neo4j.bat console” in the bin directory. 
The neo4j.bat console command opens the Neo4j interface as 
required and creates a semiconductor project.
4.2.2 Build a KG

Neo4j uses the graph query language Cypher to build the 
knowledge graph according to the above graph analysis. The 
construction process can be divided into three processes.

(1) Entity Creation
The creation of entity classes mainly includes <Person> 

class, <Company> class, <Product> class, <Industry> class 
and <Domain> class. Each class consists of several entities, 
which can be constructed in batches according to the csv files 
extracted above. Some codes are shown in Figure 18.

Figure 18. Entity creation partial code

(2) Relationship Creation
The creation of relationship classes mainly includes 

<personToCompany> class, <companyToProduct> class, 
<productToIndustry> class, and <industryToDomain> class. 
The way to create a relationship is slightly different from that 
of an entity, mainly because there is an additional connection 
step. Some codes are shown in Figure 19.

Figure 19. Relationship creation partial code

(3) Connection Creation
The establishment of the connection is mainly to form a 

completed system. The semiconductor industrial chain system 
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is mainly divided into upstream, midstream and downstream. 
An IndustryChain class is created here as required to connect 
the entire industry. The specific method is the same as above. 
The partial screenshot of knowledge map of semiconductor 
industry chain is shown in Figure 20.

Figure 20. Partial screenshot of knowledge map of semiconductor 
industry chain

5  KG Query System Construction

In this section, we will construct a KG prototype query 
system of semiconductor industry chain. This system 
is developed by adopting the technical framework of 
springroot+Neo4j+D3.js. 

5.1 System Architecture
Figure 21 is the System architecture. Since this is a 

prototype system, the Overall architecture development is on 
the local computer only. 

Front end UI: This layer is mainly for the design of 
various interfaces, providing users with visual interactive 
operation interfaces, mainly for the design of login interfaces 
and query interfaces.
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Management

Page Rendering POST GET

 Login Query 
Results

Knowledge Graph 
Visualization
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Operation
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Figure 21. System architecture

Display layer: Data display, providing users with different 
interfaces, mainly for page rendering and access to front and 
back interfaces.

Business layer: The business layer is located between the 
data layer and the presentation layer, which serves as a link 
between the preceding and the following for data exchange.

Data layer: Its function is mainly responsible for database 
access, which can access database systems, binary files, 
and text documents to implement the operations of adding, 
deleting, modifying, and querying data tables.

Database: This layer mainly consists of MySql database, 
Neo4j graph database and local files. MySql is responsible 
for storing user information or some common structured data. 
Neo4j is mainly responsible for the storage of knowledge 
graph entities, relationships and corresponding attributes. 
The local file mainly stores some related text or picture 
information.

5.2 System Functions
The function of this system mainly consists of three parts: 

user login, knowledge query and knowledge management. 
The first part is user authentication. Users who pass the 
authentication can enter the knowledge graph page. The 
second part is the knowledge acquisition of different 
semiconductor modules, and the corresponding information 
is obtained by selecting different modules. 
5.2.1 Login Function

The login function is shown in the Figure 22. This 
function uses the form verification and buttons provided by 
the “element ui” to design the login interface and introduces 
the “vue-i18n” component to realize the language switching 
function. Ordinary users can only use the query module, 
and administrator users can add, delete, and modify special 
permissions. 

Figure 22. Login interface

5.2.2 Inquiry Function
The query function of the system is the main function of 

the system. This function is mainly realized by using the pull-
down menu provided by the <element UI>, which provides 
a control method. Users can select requirements by clicking 
buttons. This function comprehensively analyzes the needs 
of users in different industries for system query from 15 
aspects. Through the list classification of module selection in 
Figure 23, users can query the required module information 
according to their needs.
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Figure 23. List classification of module selection

Figure 24 shows the EDA software module. It shows all 
the EDA production companies and their representatives. The 
figure is mainly presented via <D3.js>. It also realizes the 
scaling function of the interface and the stretching of nodes, 
which is convenient for users to operate on the graph. There 
are corresponding relationships between nodes, such as CEO 
and development. 

Figure 24. EDA software module

For different nodes, we use different colors to distinguish 
and prompt in the display bar, so that users can more clearly 
distinguish the meaning of each node. At the same time, in 
order to enable users to obtain more knowledge information, 
text display of specific information labeling is set for person 
nodes and company nodes. The user can click the node to 
view the specific information in the right display bar, which 
is mainly displayed in three parts, namely, node ID, name, 
and details. Users can not only obtain the names of people 
and companies, but also understand the profiles of people and 
the stocks and business scope of the company, so that users 
can understand the information of each node in more detail. 
The query interface is shown in Figure 25.

In addition, we have visualized the entire semiconductor 
industry chain, as shown in Figure 26 that is a display of 
Chinese and English interfaces. The semiconductor industry 
process in the figure is composed of upstream, midstream 
and downstream, and the industrial process is composed 
of red nodes. At the same time, the modules contained in 
the upstream are connected by upstream nodes, such as 
semiconductor equipment and materials; The midstream 

includes the following modules: IC design, packaging and 
testing; Downstream is represented directly by the application 
field. Each product may be produced by multiple companies. 
The company node contains the company name and details. 
You can click the corresponding company node to query, 
or view the information of the corresponding person and 
downstream information.

Figure 25. Inquiry UI

Figure 26. Knowledge graph of semiconductor industry chain

5.2.3 Knowledge Management Function
The knowledge management module of the system is 

the special authority of the administrator, which mainly 
prevents the system errors caused by other users’ lack of 
domain knowledge and misoperation, and also facilitates the 
administrator to operate the system more conveniently. This 
module pops up a dialog box in the style of a form. In order 
to stock in the newly created node, you need to fill in not 
only the node information, but also the module information. 
This system only provides a simple design to facilitate 
understanding the form of knowledge management operation 
on the web page. Similarly, you can add other functions 
or statistical reports you need to enrich the system. The 
knowledge adding interface is shown in Figure 27.
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Figure 27. Knowledge adding UI

6  Conclusion and Future Works

Knowledge graph can provide a better form of knowledge 
management. Especially in a specific field, the knowledge 
graph is of great assistance to professionals. This paper using 
KG technology to develops a KG system for semiconductor 
industry chain. The main research work is summarized as 
follows.

(1) This paper has completed the collection and 
annotation of data and created a knowledge database in the 
semiconductor field. First, we completed the construction of 
the original data set from the data of major semiconductor 
websites and laboratories through data acquisition 
technologies. Then the original data set is clarified and the 
entity dictionary library is constructed manually. The word 
segmentation and part of speech tagging are performed 
using the Jieba word segmentation tool, and the data tagging 
is performed using HanLP. At the same time, the manual 
verification is performed and completed the construction of 
input features.

(2) This paper studies the implementation of entity 
extraction in semiconductor field based on Lattice-LSTM 
model. Due to the difference of language characteristics 
between Chinese and English, Chinese named entity 
recognition is relatively difficult. Lattice-LSTM is designed 
to solve this problem. Lattice-LSTM forms a new vector 
representation for each word node and sends the word vector 
to the context encoder, and modifies the context encoder 
accordingly to enable it to encode this structure. Lattice-
LSTM model has been proved to be effective for Chinese 
entity recognition, and it performs well on various Chinese 
data sets. 

(3) In this paper, we study the relationship extraction 
between semiconductor entities based on the piecewise 
convolutional neural network model of sentence attention 
mechanism. First, we use the method of remote supervision 
of data annotation to improve the efficiency of data 
annotation, but remote supervision will also bring about the 
impact of noise, so this paper uses piecewise convolutional 
neural network to improve the model. At the same time, in 
order to obtain the relationship between entities as much 
as possible, we use sentence attention mechanism to obtain 
information. 

(4) This paper studies and develops a knowledge 
mapping system for semiconductor industry chain. We 
save the extracted relationships and entities in local files, 

conduct auxiliary review through manual verification, and 
then save the data in the graph database Neo4j. Based on 
the SpringBoot+Vue+Neo4j technical framework, this paper 
completes the development of the semiconductor industry 
chain knowledge graph system, and realizes the functions 
of knowledge query, visual display, addition, modification, 
deletion, etc. The use of this system can provide users with 
more convenient and intuitive services, and high practical 
value. 

In this paper, a complete knowledge graph of the 
semiconductor industry chain has been constructed, so that 
users can easily obtain knowledge of the semiconductor 
industry. Although the accuracy of the model selected in this 
paper is very high, manual verification has to be assisted 
on the acquired data. In addition, in the process of entity 
extraction and relationship extraction, manual proofreading 
is required to ensure that the data in each link is as accurate 
as possible. In the future work, we will consider the use 
of domain specific models to build domain knowledge. 
At the same time, it will also consider improving domain 
knowledge and systems, such as chip design knowledge, chip 
manufacturing technology knowledge, and chip packaging 
and testing technology knowledge etc., to provide users with 
more services. It can also combine the construction of the 
knowledge graph with big data technology to establish a 
more complete semiconductor knowledge graph.
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