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Abstract

This paper proposes a Mini Net lightweight model 
that can be used for real-time detection. This model 
works together with Mini Lower and Mini Higher, which 
greatly improves the detection efficiency while ensuring 
the accuracy. The Mini module designs both the batch 
normalization layer and the excitation function at the front 
end of the module, which realizes efficient convolution, 
greatly reduces the amount of parameters and computation, 
and introduces the nonlinearity brought by more layers in the 
spatial dimension, which can improve the performance of the 
module extraction capacity. Based on the Mini convolution 
module, a multi-stage training strategy is proposed. The first 
stage makes the system fast and stable. In order to improve 
the overfitting phenomenon of the system, the second and 
third stages use finer features to improve the detection of 
small targets, thereby improving the Model training efficiency 
and detection accuracy.

Keywords: Convolutional neural network, Lightweight 
model, Object detection, Image recognition

1  Introduction

Object detection is a kind of image segmentation based 
on geometric and statistical features of objects. It combines 
target segmentation and recognition, and its accuracy and 
real-time performance is an important capability of the whole 
system. With the development of computer technology and 
the wide application of computer vision principle, it has 
wide application value to use computer image processing 
technology to track and locate the target dynamically in real 
time. 

In addition, the development of computer technology 
makes it possible to realize recognition and classification 
through machine learning, and has achieved a good target 
recognition effect. To construct a new method of object 
recognition and classification that can deal with large-scale 
data through machine learning has become one of the hot 
spots of people’s urgent attention. Deep learning algorithms 
based on Convolutional Neural Network (CNN) have been 
widely used in machine learning. In order to improve the 
efficiency and accuracy of common neural network systems, 
this paper proposes a lightweight model for real-time 

detection, and validates the effectiveness of the model design 
through a series of ablation experiments.

2  Research Background

2.1 Reserch Status
The classic Le Net was born in 1998. Then the edge of 

CNN began to be overshadowed by hand-designed features 
such as SVM. With the proposal of ReLU and Dropout, as 
well as the historical opportunities brought by GPU and big 
data, CNN ushered in a historical breakthrough in 2012 - 
Alex Net [1].

Since then, Deep Learning has continued to develop, 
and the ImageNet Large-Scale Network Visual Recognition 
Challenge (ILSVRC) is ranked by Deep Learning every year. 

As the model is researched more and more deeply, the 
top-5 error rate is also getting lower and lower, and by 2017, 
it dropped to around 2.25%. Similarly, on the ImageNet data 
set, the recognition error rate of the human eye is about 5.1% 
[2]. In other words, the recognition ability of the current Deep 
Learning model has surpassed that of the human eye. The 
model representative shown in Figure 1 is also a milestone 
representative of Deep Learning’s visual development.

The main classical structures of CNN include Le Net, 
Alex Net, ZF Net, VGG, NIN, Google Net, Res Net, SE Net, 
etc., which are the oldest CNN models. In 1985, Rumelhart 
and Hinton and others proposed the BP neural network 
algorithm, which made the training of neural network simple 
and feasible [3]. At present, Deep Learning is still a little 
behind Cortes and Vapnic’s Support-Vector Networks, but its 
development prospects are very impressive. 

2.2 Research Purpose and Significance
Nowadays, many devices and equipment pay attention to 

whether the system can respond in real time. Accordingly, the 
timely response of the system means that the effectiveness 
of the system is good. At present, the focus of many research 
models is to build a good model. From a macro perspective, 
it is obvious that most of the time is spent on training, and 
the efficiency of the system becomes a problem; from a 
micro perspective, the redundancy of the convolution itself 
needs to be improved [4]. This paper focuses on the study of 
lightweight models, essentially analyzing the effectiveness of 
convolution parameters, and further improving the efficiency 
of the system.
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3  Convolutional Neural Network 

3.1 Neural Network 
The M-P neural network originated in 1943 is an artificial 

neural network widely used in machine learning. It is an 
abstract and simplified model constructed according to the 
structure and working principle of biological neurons. Each 
neuron is a multi-input single-output information processing 
unit, and there is a fixed time delay between the neuron input 
and output due to the synaptic delay. The existing neural 
network is an adaptive system with learning ability composed 
of a large number of neurons connected to each other.
3.1.1 Perception

In artificial neural networks, neurons have both excitation 
and perception properties. Similar to the nervous system, the 
perceptron proposed by Frank Rosenblatt is determined by 
the Equation (1). The n-dimensional input Xn and the weight 
Kn are multiplied and summed, and an adjustable bias b is 
added. After mapping by the excitation function f (x), the 
output Y is obtained.
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A single-layer perceptron can be regarded as the simplest 
forward neural network, consisting of an input layer, an 
output layer, and a set of trainable weight parameters. The 
multi-layer perceptron is composed of input layer, output 
layer and hidden layer. It has nonlinear characteristics and 
effectively solves the problem that single-layer perceptron 
is difficult to deal with linear inseparability. Its structure is 
shown in Figure 1.

Figure 1. Multi-layer perceptron

3.1.2 BP Neural Network
The BP algorithm is a supervised learning algorithm, 

which is usually used to train a multi-layer perceptron. The 
data is input into the multi-layer perceptron network, and the 
actual value is found by forward propagation to the hidden 
layer until the output layer. The deviation function between 
the theoretical value and the theoretical value is back-
propagated according to the gradient descent method; then 
the updated weight is used to minimize the deviation function 
to obtain the minimum value of the deviation, so that the 
model data can fit the real value as much as possible. The 
actual error value of the algorithm depends on the weight 
parameters during training [5]. Before the training starts, the 
initial weight will be randomly assigned, and a set of weight 
values that minimize the error will be obtained after multiple 
effective backpropagations. Since the initial weight value is 

randomly assigned by the system, there is also a certain error, 
and multiple fittings are required to find the optimal value.

The output of each neuron is Equation (2), n input Oi, 
multiplying and summing the weights to get netj and the 
output Oj is obtained by mapping the excitation function ϕ.
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The weight is updated to formula (3), and the weight is 
adjusted to formula (4).

,ij ij ijω ω ω= + ∆                                  (3) 
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where L is the deviation function.
The partial derivative obtained by the chain rule is the 

Equation (5), and then the neuron is obtained. If the neuron 
is located in the output layer, then the output is equal to 
the predicted value p, which can be obtained by directly 
performing the partial calculation; if the neuron is located in 
the hidden layer, a recursive operation must be performed.
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3.2 Convolution
With the continuous development of neural network 

and on the basis of adaptive learning system, the multi-
level neural network realized by gradient descent method 
can effectively solve the problem of nonlinear processing of 
the system. In the early days of neurons, the full connection 
method was used to fit the data. When processing high-pixel 
images, the model is prone to overfitting.
3.2.1 Convolution Neural Networks

Convolutional neural network utilizes local perceptual 
field of view, weight sharing and spatial or temporal down-
sampling to achieve invariance of translation, scaling and 
deformation, further improving the defects of fully connected 
network in the field of image recognition.

In order to perform high-level feature extraction, the 
topological structure of the input image is used to extract 
local features from the convolution kernel, and then the 
high-level features are obtained through the combination 
of step-by-step filtering [6]. The neurons in the feature map 
are obtained by convolving a group of local neurons in the 
previous layer with a single convolution kernel.
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Setting a single convolution kernel as a set of weights and 
an optional bias, the convolution kernel can detect the same 
features in different regions, and then multiplies and sums 
to obtain a flat feature map. All neurons of the feature map 
share weights, thereby reducing the complexity of the feature 
map.

The calculated feature maps are constructed alternately 
through convolutional layers and down-sampling layers, 
thereby reducing the spatial resolution of the feature maps, 
and finally, at the end of the network, the fully connected 
layers and filters are combined to output the prediction 
results.
3.2.2 Neural Network Structure

The most intuitive way to improve the accuracy of the 
network is to increase the depth and width of the network, 
but this will produce a huge number of parameters, and easy 
to have overfitting problems. In recent years, many scholars 
have conducted researches on neural network structures, 
among which the achievements of deep learning in image 
recognition have been greatly improved, and many neural 
network structures have appeared, such as LeNet, AlexNet,  
VGGNet, ResNet, DenseNet, etc. [7]. The evolution of 
these structures is nothing more than pushing the structure 
deeper, or making it wider and wider, and these operations 
do lead to a significant increase in accuracy. However, 
when the structure reaches a certain depth, the problem of 
information loss often occurs. In DenseNet, the concatenation 
of the information of the previous layer is used to prevent 
information loss, which has a very good effect, but also 
causes a large number of parameters.

The initial structure of Inception is shown in Figure 
2, which is to perform 1×1 convolution operation, 3×3 
convolution operation, 5×5 convolution operation and 3×3 
pooling operation on the input feature graph. However, 
this approach will cause too much computation. After the 
improvement of the model, 1×1 convolution operation is 
added before 3×3 convolution operation, 5×5 convolution 
operation and 3×3 pooling operation. This 1×1 convolution 
operation is helpful to reduce the thickness of the feature map 
and reduce the amount of calculation [6].

Figure 2. Inception structure

In the high-level feature space, the distance between them 
is relatively far, so the number of large-sized convolution 
kernels is relatively large, and it is difficult to avoid the 
increase in the amount of calculation. Therefore, before 
convolution of 3×3 and 5×5, it is pooled with 3×3, and then 
1×1 convolution that can interact with channels and reduce 
the amount of data calculation is added. While extracting 

high-level features, this model can control its space and 
time complexity within a reasonable range and has a certain 
accuracy. The model is shown in Figure 3.

Figure 3. Improved convolution model

3.2.3 Residuals
Previous studies have found that the deeper the neural 

network structure, the lower the accuracy, so simply 
deepening the network layer is not the best way. ResNet 
proposed a residual connection, also known as shortcut 
connection, which transfers the information of the previous 
layer to the next layer [8]. In logic, when more than one 
layer, if the extra layer is redundant layer, at least will retain 
the information of the previous layer, so as to prevent the 
problem of training degradation.

For residual learning, Figure 4 is the residual learning 
unit. Let the input be x, the result after one layer is F(x). At 
this time, the network structure without residual connection, 
the next layer of input is only F(x), and it is easy to 
degenerate to a certain depth training. However, there is a 
shortcut path under the ResNet network structure, so the input 
of the next layer is F(x) + x. If this layer does not learn new 
features, there is at least the previous layer of information to 
ensure that the network model will not degenerate [9].

The residual block is shown in Figure 5.

Figure 4. Residual learning unit Figure 5. Residual module

It is connected to the original input layer x through a 
shortcut method, and the residual function expression F(x) = 
H(x) − x is obtained, and then H(x) is obtained by element-
level addition, and the corresponding output value is obtained 
through the excitation function mapping. The introduction 
of residual function mapping can highlight small changes 
in branches, making the weights more sensitive to branch 
changes, thereby reducing the training difficulty of the model.
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3.3 Lightweight Convolution
In order to solve the efficiency problem of the system, 

lightweight convolution is introduced. The lightweight model 
is mainly composed and designed by the convolutional layer 
of the model. Usually, group convolution and depthwise 
convolution, which are different from traditional convolution, 
are introduced in the convolution layer.
3.3.1 Group Convolution

The traditional convolution is to perform convolution 
processing on all feature channels of the previous layer, as 
shown in Figure 6. The group convolution is to first group 
the feature channels so that they can be operated on different 
GPUs, and different convolution kernels process the grouped 
channels of the previous layer, as shown in Figure 7.

Figure 6. Traditional convolution

Figure 7. Group convolution

Assuming that the number of feature channels in the 
previous layer is Cin, after the convolution kernel operation 
of this layer, the output channel is Cout, the width of the 
convolution kernel is Kw, and the height is Kh, then its 
single convolution kernel size is: Kw×Kh×Cin, ignoring the 
bias set parameters, the parameter quantity of this layer is: 
Kw×Kh×Cin×Cout; if the group convolution kernel of equal 
height and width is used, the channels of the previous layer 
are divided into G groups, and the parameter quantity is: 

( )in out in
w h w h out

C C C
K K G K K C

G G G
× × × × = × × × . Compared 

with the general convolution kernel, the parameter amount of 

group convolution is 
1
G

 times of the original.

3.3.2 Depth Wise Convolution
The depth wise convolution model is shown in Figure 

8. If the number of feature channels in the upper layer is 

Cin, and a depth wise convolution kernel of equal height and 
width is used, then the size of a single convolution kernel is 
only Kw×Kh×1, and the parameter quantity of this layer is also 
only Kw×Kh×1×Cin, the parameters are greatly reduced.

Figure 8. Depth wise convolution

3.4 Object Detection
3.4.1 Two Stages Algorithm

The main algorithm of Two Stages is R-CNN, which 
converts the detection problem into a classification problem, 
uses a selective hierarchical grouping method to extract 
candidate regions, obtains multiple regions through an image 
segmentation algorithm, and merges multiple candidate 
frames layer by layer according to the similarity [10]. 
Then scale each candidate frame to a fixed size, input the 
convolutional neural network for feature extraction, and then 
send it to the SVM for classification to obtain the accurate 
position.

FAST-R-CNN improved the shortcomings of R-CNN, 
input the original image into the convolutional neural 
network at one time, and sent the finally obtained features to 
the pooling layer to extract the corresponding feature regions, 
and realized the candidate frame. Maximum pooling, which 
outputs a fixed-size feature map, solves the problem that the 
fully-connected layer needs a fixed input, and the scaling of 
the feature area causes distortion [11].

Using selective search to extract candidate regions will 
take a lot of detection time. Extract the candidate regions 
into the convolutional neural network, introduce the region 
generation network, and judge the category and background 
of the feature map output by the convolutional layer. 
According to the obtained candidate box corresponding to 
the output feature map by the previous convolution network, 
it is input into the pooling layer, and then sent to the softmax 
classifier and the correction boundary filter respectively to 
obtain the final prediction result [12].
3.4.2 SSD Algorithm

The SSD is one of the representative algorithms in 
object detection. References 15 discussed the method of 
SSD implementation. In this paper, the feature extractor is 
VGG16. After the Conv4_3 layer in the VGG16 architecture, 
each dimension reduction feature map will be used for 
object detection. A total of six branches of the feature map 
in the SSD are used for object detection, and the objects are 
detected from large to small. Because the small objects will 
disappear after reducing the dimension too much, the large 
part of the feature map is mainly used to detect small objects, 
while the small part of the feature map is used to detect large 
objects.
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For the selection of boxes, SSD has a set of Default boxes. 
SSD contains two parameters, one is scale and the other is 
ratio. There will be different Default boxes for different sizes 
of feature maps. The Figure 11 is the SSD structure diagram. 
In the SSD architecture, the feature maps of 6 sizes have 
different numbers of Defaultboxes, which are 4, 6, 6, 6, 4, 
4, respectively [13]. Most objects are in the middle of the 
image. For SSD output results from the past classifier can 
only obtain the probability of various categories, developed 
to obtain the location, location information are x coordinates, 
y coordinates, width and height. 
3.4.3 One Stage Algorithm

The One Stage algorithm in target detection directly 
regresses the category probability and position coordinate 
value of the object, which is faster than the control of pre-
extracting candidate frames by the hierarchical grouping 
feature extraction method, and can realize real-time 
detection. One Stage algorithm is representative of the 
YOLO series algorithm, which is a single pipeline as a whole 
and directly returns the category and accurate position of the 
bounding box from a single image [14]. Its advantages are 
fast detection speed, easy training, and higher accuracy than 
the R-CNN series. YOLO neural network structure is shown 
in Figure 9.

Figure 9. YOLO neural network structure

YOLOv3 scales the original image to H×W and inputs 
it into a single network [15]. After processing by the 
convolutional layer and the pooling layer, the feature map 
is divided into S×S cells, and each cell predicts B bounding 
boxes, each boundary Box prediction (5 + C) values, 
including relative center coordinates of the box (dcx, dcy), 
relative offset width and height (dw, dh), confidence score c 
and C class conditional probabilities. d represents relative 
cell offset.

During testing, as shown in formula (6), the confidence 
score boxscor e  of a specific category is obtained by 
multiplying the conditional probability C of the category of 
the prediction box with the confidence score c, and the final 
prediction result is obtained by filtering and non-maximum 
discrimination based on the confidence score of all prediction 
boxes.

Pr( | ) Pr( ) ( )

Pr( ) ( )

i

i

truth
class object object IOU

pred
truth

class IOU
pred

× ×

= ×
           (6)

In formula (6), if the target is included, its center point 
falls into the cell and Pr(object) = 1; if the target is not 
included, Pr(object) = 0. IOU t r ut h

pr ed  represents the area ratio of 
the ground-truth box to the predicted box. 

In order to avoid the problem that the required 
convergence time is too long due to unstable training, 
YOLOv2 and YOLOv3 use the relative position of the center 
coordinate corresponding to the upper left corner of the cell 
to obtain the sigmoid function ϕ, so that the center coordinate 
can fall within the cell [16]. 

Figure 10. Exact position of bounding box in micrograph

As shown in Figure 10, the width of the feature map is 
Bw , the height is Bh , the width of the bounding box is Aw , the 
height is Ah , the coordinates of the center of the bounding 
box are (dcx , dcy), and the offset width and height are (dw , dh). 
The distance of the cell from the upper left corner feature 
map is (ox , oy), and (Bx , By) can be determined by formula 
(7) and formula (8), and then the exact position of the center 
coordinate of the prediction frame on the feature map can be 
obtained.

( ) .x cx xB d oφ= +                                   (7)

( ) .y cy yB d oφ= +                                   (8)

4  Mini Net Model

Based on the design of the Mini convolution module, this 
research uses convolution modules with different properties 
in the high-level and low-level layers to extract features. By 
reducing the amount of parameters and computation of the 
model, real-time detection is achieved, and a certain accuracy 
is guaranteed.

4.1 Detection System
The original image is scaled and converted to a fixed size 

and input into the system. After being processed by the Mini 
Net model, the exact position of the target is directly output, 
and the single-channel system mode is used to improve the 
detection efficiency. The input images are all color RGB 
data, and the original image is not subjected to grayscale 
processing to reduce the dimension.
4.1.1 System Flow 

The Mini Net detection system is divided into a training 
phase and a testing phase. The training phase is shown in 
Figure 11(a). The Mini Net network is established and the 
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weights are initialized. The scaled images of the training set 
are input to the network for forward propagation, and the 
deviation function is calculated. Then the gradient descent 
method is used for backward propagation to adjust the weight 
value. After many times of training, the weight parameter 
of the feature map is finally obtained. In the test stage, as 
shown in Figure 11(b), a Mini Net network is established, 
the optimal weight is input into the network, the scaled 
image is input into the network for forward propagation to 
realize multi-scale prediction, and the final detection result is 
obtained by NMS filtering. 

                 

                   (a) Training phase                           (b) Test phase

Figure 11. Mini net detection system

4.1.2 Input Preprocessing
Firstly, the width-height ratio of the input size of the 

model to the original size is calculated, and the minimum 
value is taken as the scaling ratio. In order to avoid the scaled 
boundary being larger than the original image boundary, 
crop the original image was cropped and then multiplied 
by the scaling ratio to get the new size. Since the width and 
height of the input image are both 416, but the aspect ratio 
of the original image is not necessarily 1:1, the image is 
proportionally scaled and placed on a grayscale negative 
whose width and height are both 416 and RGB is specified as 
(128, 128, 128) [17]. In order to avoid overlapping effect in 
the training process, the intermediate value 128 is selected as 
the background color for training.
4.1.3 Model Architecture

The Mini Net model is composed of different convolution 
modules in the high and low stages. In the low-level stage 
of the model, the Mini Lower module is used to extract low-
level features, and in the high-level stage, the Mini Higher 
module is used to extract high-level features. Finally, the 
predictions from the two stages are taken as output. The 
overall framework is shown in Figure 12.

Figure 12. Mini Net architecture

4.2 Operation Model
The operation mode of the Mini Net model is YOLOv3 

based on the One Stage algorithm. The entire task is regarded 
as a regression problem. There is no need to pre-extract 
candidate frames. The image is directly input into the neural 
network for processing, and the feature map is divided into 
grids. The global target detection is carried out in the feature 
space. Considering the computational complexity of the 
lightweight model, two scales of YOLOv3-tiny are used 
for output prediction, and the bias regression control of the 
YOLOv3 prior box is used for training and testing.
4.2.1 Traning Phase

The Mini Net model uses supervised learning for mode 
training, including two inputs I1 and I2, and calculates the 
output end O of the deviation function. The first input I1 is 
the label value of the real box G corresponding to the target 
in the picture, and I2 is the RGB value of the scaled image.

 i)  Input terminal I1

The ground-truth box corresponding to each target in 
the training set contains five label values, namely: the upper 
left corner coordinate of the boundary (rxmin, rymin), the 
lower right corner coordinate (rxmax, rymax), and the category 
Cid. First, the mark values of the real box are transformed: 

min max

2cx
rx rx

G
+

= , min max

2cy
ry ry

G
+

= ,G w =  rxmax− rxmin, 

Gh = rymax− rymin, and then the transformed mark values are 
normalized, as shown in Equation (9): 

( ), , , , , , .cycx h
ncx ncy n nh

GG G G
G G G G

h h
ω

ω ω ω
 

=  
 

            (9)

After the format conversion is completed, each ground-
truth box G corresponds to the a priori box A, so as to 
determine the training order of the a priori boxes.

ii)  Input terminal I2

The scaled original image is normalized to [0, 1] before 
model training, which helps to stabilize the training, and then 
the normalized data is input into the Mini Net network, and 
ypr ed  is output after forward propagation. Finally, the two 

convolutional layers output feature maps of different sizes 
respectively. The tensor shape of small-scale output is: [bs, 
13, 13, 18], and the tensor shape of large-scale output is: [bs, 
26, 26, 18], 18 means that three prediction frames are output, 
and each prediction frame predicts six values.
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iii)  Input terminal O
The output of the entire system is the loss layer. The loss 

layer receives two inputs, namely the actual label value yt r ue  

and the model predicted value ypr ed , and then calculates the 
error value between the two through the deviation function. 
After several trainings, the most suitable weight is found. 
Dimension conversion is required before the loss function is 
calculated, as shown in Table 1.

Table 1. Dimension transformation

Predicted and
labeled values

The tensor shape 
of small-scale

The tensor shape 
of large-scale Item system of tensors

ypr ed

Before 
conversion [bs,13,13,18] [bs,26,26,18] -

After 
conversion [bs,13,13,3,6] [bs,26,26,3,6] [dcx, dcy, dw, dh, cpo, Cpo]

yt r ue [bs,13,13,3,6] [bs,26,26,3,6] [Gncx, Gncy, Gnw, Gnh, ct, Ct]

Here, the cross entropy is used as the deviation function, 
and the value of the cross entropy is expressed in the form of 
probability. Because the real value and the predicted value of 
the loss layer are both six items, the multi-task training mode 
is adopted.
4.2.2 Test Phase

The test stage of Mini Net is calculated by the weight 
obtained in the training stage. First, the original image is 
scaled to the size required by the model, RGB is normalized 
and forwarded, and the prediction results of different sizes 
are output, and the confidence score cp is multiplied with the 
conditional probability Cp to get a specific confidence score 
boxscor e , filter out the prediction frame of the confidence 

score 0.2box <scor e , and then perform NMS processing on 
the filtered image to eliminate the overlapping frame until all 
the prediction frames are processed and the prediction result 
is obtained.

4.3 Mini Block Design
Here, different forms of lightweight models are designed 

according to the features extracted at different stages, namely 
the basic features Mini Lower based on low-level extraction 
and the high-level features Mini Higher based on high-
level extraction, and then the two are combined to obtain a 
lightweight model Mini Net.
4.3.1 Mini Lower Block

The Mini Lower block mainly uses group convolution, 
and the convolution kernels of different groups act on the 
grouped feature maps respectively. First, 1×1 convolution 
is used for information fusion on the features of the input 
block, and the number of convolutions is set as half of the 
number of input feature channels, so that feature interaction 
can be realized and the amount of parameter calculation can 
be reduced; then the processed features are processed. The 
Group convolution operation is performed. Considering that 
too many groups will lead to fragmentation of features, so 
it is only divided into two groups, and a 3×3 convolution 

operation is performed. The number of convolution 
kernels depends on the number of output channels after the 
combination. The channel-level merging strategy is adopted 
here, which on the one hand can greatly reduce the amount 
of parameters, and on the other hand can reduce the amount 
of unnecessary parameter calculations caused by convolution 
[18].
4.3.2 Mini Higher Block

The Mini Higher block mainly uses depth wise 
convolution. Each convolution kernel operates on a 
single feature channel corresponding to it, and uses a 
single convolution kernel for operation processing. Using 
depth wise convolution can greatly reduce the amount of 
computation [19]. Based on the efficiency brought by Mini 
Lower’s introduction of 1×1 convolution at the front of 
the block with pooling layer and excitation function, a 1×1 
convolution combination is also used here, and the number of 
convolution kernels is set to reduce the 0.5Cin parameter. The 
amount of calculation is followed by depth wise convolution, 
and the last 1×1 convolution is equivalent to fusing the 
features output by depth wise convolution to fit the desired 
position of the target feature.

4.4 Detection Model
After the image is input into the model, the upper and 

left boundaries of the input image are filled with 0, so that 
the width and height of the feature map are reduced to half 
of the original; then five Mini Lower blocks are used to 
extract basic features, and the feature channels are doubled, 
interspersed with four pooling layers are used to reduce the 
size of the feature map. After this stage is completed, the 
size of the feature map is reduced to 13×13, and the number 
of channels is increased to 512; Mini Higher is used for 
extraction of high-level features; the output ends of the final 
two scales use 1×1 convolution for prediction.

5  Experimental Result

5.1 Introduction to The Development Environment
In this study, all operations are performed on the central 

processing unit, instead of a circular processor with a large 
number of parallel computing capabilities, the real-time 
detection system is designed with Python, the neural network 
is built based on TensorFlow and the clustering algorithm 
Keras, and the data set WIDER FACE is used for supervised 
learning evaluation of the model. No additional other data 
sets were used.

5.2 Data Preprocessing
5.2.1 WIDER FACE

The dataset is a subset of WIDER, and all images are 
obtained through Google and Bing searches, which are 
processed by category, and images with high similarity are 
deleted to ensure the richness of the samples. Figure 13 
shows large-scale data with diverse attributes, which can 
fully guarantee positive and negative samples, and does not 
require additional data sets.
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Figure 13. WIDER FACE data set

5.2.2 Dataset Preprocessing
The characteristics of the training set itself will affect the 

generalization ability of the model. It is necessary to filter 
and screen the data set to ensure that the data is real and 
effective.
 5.2.3 Filtering and Screening

First, the problematic data were screened, ten inconsistent 
images with a mark value of 0 were deleted, and bounding 
boxes with width w ≤ 0 or height h ≤ 0 were eliminated. 
Table 2 shows the preliminary processing of the dataset and 
validation set.

Table 2. Preliminar processing of dataset and verification set

Wider face Original 
quantity

Number of 
deletions

Effective 
number

Training 
sets

Image 12,880 4 12,876
Bounding 

box 159,420 27 159,393

Validation 
set

Image 3,226 14 3,212
Bounding 

box 39,422 7 39,415

5.2.4 Statistic and Clustering
First, the bounding boxes of the training set are counted, 

and the six a priori boxes required for the experiment are 
clustered. By using the Euclidean distance function of 
K-means, the distances between all data points and the 
centers of each cluster are calculated. In order to reduce 
errors caused by statistics and clustering, the selection of 
initial values is to select six points from all data points, rather 
than random arbitrary values [17].

5.3 Training Method
Based on the effective design of the Mini convolution 

module, the model is more stable during the overall training 
process, so the detection model is trained on the detection 
data set. A multi-stage training strategy is adopted on the data 
set, and hyperparameter adjustment is matched in a specific 
stage, thereby improving the training efficiency of the model 
and the accuracy of detection.
5.3.1 Hyperparameters and Optimizer

This study does not use pre-fixing the period, but after 
traversing each period of the entire training set, the weight 
value is updated by the period, and the average error is 
calculated on the verification set to judge the training effect. 
Common setting methods of batch size bs are BGD, SGD 
and MBGD. The BGD method is to input all samples into 
the network and traverse all the samples once to obtain the 
updated weights. This method requires too much calculation 

and the convergence speed is very slow; in the SGD method, 
only one sample is selected for input into the network for 
each training, which avoids the need for a large number 
of calculations, and the model can usually converge by 
traversing a few samples; the MBGD method selects a batch 
of m samples for each training to input the network, divides 
the overall data into several batches, and then determines the 
gradient direction of the batch weight update, so that The data 
is stable and does not cause a large amount of calculation 
problems. The effectiveness of the weight update will affect 
the data fitting ability of the model. The weight with high 
nonlinearity will be adjusted more to fit each data point, but 
this is prone to overfitting, as shown in Figure 14.

Figure 14. Over fitting phenomenon

The optimizer uses MBGD with L2 for weight update, 
and then uses Adam with Momentum characteristics and 
RMS adaptive supervised learning as the optimizer.
5.3.2 Data Augmentation

Here, different processing strategies are used for different 
training stages. Data augmentation is equivalent to increasing 
the amount of more diverse data, thus avoiding overfitting 
and improving detection accuracy. Multi-scale scaling is 
divided into three steps: the first step is to randomly generate 
a new aspect ratio within the valid range, so that the ratio 
of the detected image and the original image will not be too 
different; the second step is to randomly obtain a scaling 
value s to avoid too large or too small scaling ratio, which 
will affect the boundary of the input size and cut off too much 
original data; the third step is to set the letterbox mode of 
RGB = (128, 128, 128) to find the most suitable position for 
the negative.

5.4 Analysis of Experimental Results
First, in order to illustrate the effectiveness of Mini 

Lower, a comparative experiment is conducted between 
Mini Lower and other modules, and it is discussed whether 
the model can improve the overall detection effect after 
incorporating more refined features. All algorithms were 
tested on a dataset jointly constructed by WIDER FACE 
and LFW. Mini Net designed with Mini Lower module 
can detect more accurately and instantly. The following 
control experiments are designed according to Table 3. The 
Mini Net-A group has no residual branch, so the number 
of convolution kernels increases; the Mini Net-B group 
changes the channel combination in the Mini Lower module 
to the element addition in the residual module. The Mini 
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Net-C group guarantees that the number of combined 
channels is 384 instead of the 416 channels in Mini Net. The 
experimental results are shown in Table 4.

Table 3. Multistage training

Stage of 
training

Training 
sets

Number of 
batches

Initial 
learning 
rate /%

Data 
augmentation

The first 
stage First subset 32 0.1 -

The second 
stage

Second 
subset 16 0.01 -

The third 
stage

Third 
subset 16 0.01 √

Table 4. Model comparison

Model Number of 
parameters Accuracy

Mini Net 923,420 0.9308
Mini Net-A 1,021,876 0.9235
Mini Net-B 2,334,292 0.9321
Mini Net-C 914,876 0.9125

Secondly, the Mini Net is evaluated and compared with 
YOLOv3-tiny, Faster R-CNN, SSD-Lite and YOLOv5. 
The comparison results are shown in Table 5. Mini Net has 
more advantages than YOLOv3-tiny in terms of parameter 
number and accuracy. Compared with YOLOv5, although the 
accuracy is lower than YOLOv5l and YOLOv5x, the number 
of parameters and testing time are more advantageous. Faster 
R-CNN, a large two-stage network, has low detection rate but 
high detection accuracy in face detection task. Although the 
detection accuracy of this method is lower than that of Faster 
R-CNN, its speed is nearly twice as fast. Mini Net reduces 
model parameters and computational complexity to better 
meet the needs of detection speed in practical applications.

Table 5.  Experimental results

Model Number of 
parameters

Testing time 
(ms) Accuracy

YOLOv3-tiny 8756342 725.2 0.9179
YOLOv5s 1029734 834.8 0.9213
YOLOv5m 3053482 928.3 0.9299
YOLOv5l 5857324 1046.4 0.9554
YOLOv5x 9837264 1241.83 0.9421
SSD-Lite 8854632 723.5 0.9295

Faster R-CNN 9925463 1347.6 0.9772
Mini Net 924327 728.1 0.9308

6  Conclusion

For the lightweight model Mini Net, the target features 
can be effectively extracted with only 0.92 × 106 parameters. 
Due to the redundancy problem of convolution itself, 
compared with full convolution using a large number of 
parameters to learn features, Mini Lower and Mini Higher, 
which are designed according to low-order features and high-
order features, can learn features more accurately. Adding 

any operation to the convolution module will increase the 
computational load of the model, which in turn affects the 
detection speed. In the lightweight model, both the batch 
normalization layer and the excitation function are designed 
at the front end of the module. In the process of data stacking, 
the interaction of features makes the data shared among 
various parts, thereby reducing unnecessary data calculations.

Compared with YOLOv3-tiny, SSD-Lite, Faster R-CNN 
and YOLOv5 models, the lightweight model Mini Net has 
far fewer parameters than these models, and has strong data 
analysis ability and better computing speed. The Mini Net is 
a high performance convolutional neural network suitable for 
low specification mobile devices.
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