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Abstract

Aiming at the problems of slow recognition speed and 
low recognition accuracy of arbitrarily placed workpiece by 
machine vision in traditional automated production lines, a 
workpiece recognition algorithm based on improved SSD 
is proposed. Firstly, the improved DarkNet53 is used to 
replace the backbone network in the original SSD network 
framework, and the network enhancement is used in the 
backbone network to solve the defect of small target missed 
detection. Then, channel attention module and deep semantic 
feature fusion module are added, in order to improve the 
recognition ability and detection accuracy of the small 
target features. Lastly, the loss function was optimized, and 
the problem caused by sample imbalance was solved by 
changing the weight distribution of positive and negative 
samples. In the experiment, image datasets of typical bolts, 
nuts, and connecting plates were constructed for the network 
training, the experimental results showed that, the recognition 
accuracy and speed have been optimized and meet the 
requirements of automatic work-piece detection in actual 
production, compared with traditional YOLOv4 and the 
original SSD algorithm in the work-piece recognition task. 

Keywords: Deep learning, Automatic production line, Work-
piece recognition, SSD, Feature fusion

1  Introduction

With the rapid development of intelligent manufacturing, 
automated production lines are widely used in the 
manufacturing industry. The application of computer vision 
technology in automated production lines can improve the 
accuracy of work-piece recognition, assembly, and defect 
detection, however, there are various types of work-pieces 
and their positions are diverse in real production, which 
requires higher accuracy and efficiency in the recognition. 
Therefore, how to use the computer vision to realize real-
time, efficient, and high-precision recognition for work-piece 
types and positions in production, has become a research 
focus in intelligent manufacturing.

Traditional target recognition algorithms are mainly 
based on target feature extraction and feature matching, but 
the generalization ability of the algorithms are insufficient 
because they rely on the experience of designers heavily 
[1-2]. Recently, with the development of deep learning, 
the object detection algorithms based on deep learning are 
increasingly proposed, and they are mainly divided into two 
categories: (1) Two-stage object detection algorithms, such 
as R-CNN [3], Fast R-CNN [4], Faster R-CNN [5], etc., (2) 
One-stage object detection algorithms, such as YOLO [6], 
SSD (Single-Shot Multi-Box Detector) [7], etc. Different 
with the Two-stage object detection algorithms, which 
selecting the target candidate area firstly and then extracting 
feature in the deep network in target recognition, the One-
stage algorithms consider the recognition as a regression 
problem, and reduce the region candidate boxes process 
which can improve the recognition speed. Therefore, the 
type of algorithm is more suitable for small work-pieces 
detection which requires the high real-time and efficiency 
in the recognition, but it also suffers from the low detection 
accuracy and missed detection issues for small target 
work-pieces [8]. It is necessary to improve the One-stage 
algorithm model according to the basic idea of the One-
stage algorithm, to achieve the efficient and high-precision 
recognition of small target work-pieces while meeting real-
time requirements.

At present, there is relatively little research on small 
work-piece recognition algorithms, and there is also a lack of 
the relevant literature. Khalid et al. [9] designed a new fully 
convolutional neural network structure and the recognition 
speed has been improved, in which the point cloud 
information of images has been divided, and the number 
and pose of work-pieces has been identified by checking 
whether the work-piece is in the work-piece area and non 
work-piece area. Bay et al. proposed a work-piece feature 
extraction algorithm, and the feature detection operators 
based on Hessian Matrix is used which can improved the 
image recognition speed, but the recognition speed cannot 
fully meet the recognition needs of real production lines, 
and the recognition accuracy is not high enough [10]. 
Schwinger proposed a linearized SURF feature detection 
classifier, in which the difference between feature points 
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has been improved while ensuring the scale invariance, and 
the proposed classifier can improve the recognition speed 
compared with the original algorithm, but it reduces the image 
matching area [11]. Jian Xu et al. proposed an improved SSD 
algorithm for identifying dense work-pieces, the potential 
overfitting and optimization problems are improved in this 
algorithm, and it has reference significance for small work-
piece recognition [12]. Some research applied attention 
mechanism in the recognition of work-pieces surface defects, 
the proposed algorithm improved the recognition accuracy 
by using image super-resolution reconstruction methods and 
multiple image feature extraction algorithms [13]. Reference 
[14] specialized in researching how to use the current small-
scale datasets to achieve work-piece recognition, and they 
aim to achieve optimal recognition accuracy and efficiency. 

In this paper, A new method is proposed based on the 
SSD target recognition algorithms, in order to meet the 
requirements of strong real-time and high accuracy for 
small and medium-sized work-pieces recognition in actual 
automated production. In the model, DarkNet53 [15] replace 
the original VGG-16 as the backbone network to reduce 
the risk of semantic feature loss in the original model. At 
the same time, the problem of imbalanced positive and 
negative samples during the training process is improved 
by redistributing the weight values of positive and negative 
samples based on the training strategy of SSD.

2  The Principle of SSD 

The principle of SSD algorithm is using the convolutional 
neural networks to identify firstly, and then different 
predictive feature maps are generated. The front layer feature 
map is used to identify small objects due to its large amount 
of retained feature information, the back layer feature map 
is used for big objects recognition, the category and position 
information of the information in the image corresponding 
to pre-selected boxes with different sizes are set at different 
feature layers, and finally the prediction result is obtained 
through non-maximum suppression.

2.1 The SSD Model Architecture

Figure 1. The SSD model architecture

In the SSD algorithm, the FC6 and FC7 layers of the 
backbone network VGG16 are changed to Conv6 and Conv7, 
and four additional layers are added: Conv_8. Conv_9. 
Conv_10. Conv_11. Then, the different feature maps are 
generated which the size are 10×10, 5×5, 3×3, 1×1, and these 
feature maps will be input into the subsequent classification 
and regression steps.

2.2 The SSD Algorithm
The training strategy of SSD is that the network model 

performs regression training on classification and position 
offset. There is information loss during the training process, 
which is measured using the loss function. The loss function 
can be divided into the position loss function and confidence 
loss function, and the overall loss function can be expressed 
as: 
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All parameters in above formulas are shown in Table 1:

Table 1. Parameter description
Parameter Explanation

N Number of positive samples in the prior box

locL The position loss function 

confL Confidence loss function

Pos Number of sample prediction boxes

Neg Negative sample prediction box

k
ijx Indicates that the i prediction box matches the j real 

box with respect to category k
m
il Prediction box
ˆ m

jg Realistic Box

p
ijx The i prior_ Box matches j gt_box, if the match is 

successful, the value is 1, otherwise it is 0
ˆ p

jc The probability that the j sample is class p

x
Whether the default Box matches the real box 
successfully, (0,1)x∈

c Classification confidence

l Prediction box
g Real label box

α Balancing Confidence Loss Parameters and Position 
Loss Parameters

w Default Box Width

h Default Box Width
,cx cy Default box center coordinates

1( )m m
L i ismooth l g− Smooth L1 norm

0
îc The i sample has a negative sample probability

The SSD algorithm matching strategy is to first determine 
the overlap rate IoU between the default boundary recognition 
box and the actual boundary box. If the overlap rate is greater 
than the default threshold, the two are considered to match. 
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If the overlap rate is less than the default threshold, it is 
considered that the two do not match.

3 The Design and Optimization of 
Improved SSD Model

The overall structure of the improved algorithm proposed 
in this paper is shown in Figure 2. The Channel Attention 
Module (CAM) and Deep Semantic Feature Fusion Module 
(DSF) are added into the SSD basic network. CAM module 
achieves attention intensity guidance for specific information 
by analyzing, calculating, quantifying the correlation of 
various network channels, and reweighting the importance 
of information. Therefore, the introduction of CAM can 
increase the proportion of important information in the 
channel and improve the recognition effect for small size 
parts by setting the small parts information. The DSF module 
can solve the problem that poor recognition performance 
for small target work-piece due to the insufficient shallow 
semantic information. From the framework diagram, it can 
be seen that: local and full information are fused after DSF 
extracts three scale features in parallel in order to ensure 
richer semantic information. In addition, the model overall 
structure also includes an improved backbone Darknet53 
enhanced network, forward paths and reverse paths. The 
forward path follows the network structure from shallow 
features to deep features and the reverse path is opposite. The 
forward path can enhance the richness of detailed information 
extracted from the deep feature maps, while the reverse path 
can enhance the local semantic information of the shallow 
feature maps. In short, the advantages of the improved 
model proposed in this paper will mainly be reflected in 
the recognition accuracy and identity speed for small work-
pieces. 

Specifically, the three different scales feature maps 
are extracted firstly by the improved Darknet53 backbone 
enhancement network composed of F3, F4, F5, and the deep 
feature maps containing rich detail information are extracted 
by the forward paths. Then, apply CAM to enhance the 
attention intensity (I3, I4, I5) of the small target information 
in the three feature layers, in order to reduce the impact of 
image background. At the same time, I6 is obtained through 
the DSF module by using the local feature P7 and global 
feature P8 of the deep feature map. Finally, perform multi-
scale prediction on I3, I4, I5, I6, P7, P8, and obtain the final 
recognition results.
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Figure 2. Improved SSD model architecture

3.1  Backbone Enhanced Network
The SSD algorithm adopts VGG-16 as the basic 

backbone network, but there are shortcomings such as the 
insufficient feature extraction ability and the missed detection 
for small target detection. Therefore, Darknet53 is used as the 
basic backbone network in this paper, which contains a large 
number of residual structures and can effectively enhance 
the depth of the network and provide higher level support 
for feature semantic information extraction. The network 
structure is shown in Figure 3. During backpropagation, 
residual structures can also transfer gradients to the 
shallower networks in the front-end, and weaken the 
chain reaction of reverse differentiation, and avoided the 
gradient disappearance and explosion. In addition, reduce 
the input channel of the residual structural unit by half 
using the 1×1 convolutional layer, and then preform 3×3 
convolutional operation. These improved process can reduce 
the computational load and make the network run faster. 
Meanwhile, the down sampling process of the Darknet53 
network is achieved through a convolution process with a 
side of 2, and the model involves 5 down sampling cycles, 
which effectively avoiding the problem of semantic loss in 
the pooling layer.

Figure 3. The architecture of Darknet53 network 

In this paper, we designed an improved Darknet53 
network as the backbone enhancement network. The network 
structure is dividing the convolutional layers of the original 
Darknet53 residual structure into t channel combinations, 
which are marked as c1, c2, …, ct, based on the original 
convolution. Each channel in a single group has the same 
size, and the number of channels is t-tenth of the input 
feature maps. The improved structure is shown in Figure 4, 
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the calculation for channel groups is as follows:
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Where Conv3×3 is the convolutional kernel, t is the number 
of channel combinations, and the t value can be set according 
to the actual situation.

Figure 4. The convolution operation based on the improved residual 
structure

Compared to the original convolutional kernel, the 
improved residual structure expands the range of receptive 
fields and expands the network width of i-Darknet53, 
which can extract more global information. In addition, 
feature information from different feature channels can be 
interwoven and transmitted by establishing the connections 
through different feature channels in a unified convolutional 
layer, thus, the feature extraction ability of the basic network 
i-Darknet53 is improved, and small targets are identified 
through fine-grained features. In summary, the structure of 
this part is named the backbone enhanced network.

3.2 Design of the Channel Attention Module
The attention mechanism in deep learning draws on the 

selective attention mechanism of the human visual system, 
and the core goal is to select information that is more critical 
to the current task objective from numerous sources, and 
extract important features of sparse data quickly [16]. Jianfei 
Zhang et al. utilized the multi-head self attention mechanism 
to focus on the important information in different positions 
and representation subspaces of the input data, and learn the 
signal global features. The model proposed by Jianfei Zhang 
can reduce the complexity of the recognition model, make 
the training easily, and have higher damage identification 
accuracy and stronger noise resistance, as well as better 
identification ability for damage modes with similar damage 
characteristics [17]. Reference [18] formed a mixed attention 
mechanism module in both feature channels and space to 
suppress meaningless features, enhance meaningful features, 
and improve the segmentation accuracy of small-scale 
targets and target boundaries. Inspired by these ideas, for the 
problem of small targets being susceptible to interference 

from background information due to the unclear feature 
information, we add a channel attention module into the 
network architecture to enhance the efficiency of extracting 
effective features from small targets.

The channel attention module CAM (Channel Attention 
Module) designed in this paper, the input feature are 
sequentially processed through convolutional layers, global 
average pooling layers, and activation function operations. 
Then the obtained feature map is multiplied with the input 
features to output new features, and identify the presence of 
detection targets by assigning feature weights to different 
channels. The structure diagram of the channel attention 
module is shown in Figure 5, and the calculation formula is 
as follows:

(Re ( ( ( ))))CF lu AvgPool Conv F Fσ= ⊗ .             (6)

Where σ represents the activation function, ⊗  represents 
multiplication.

Figure 5. The attention module

3.3  Feature Fusion Module 
The insufficient fusion of feature semantic information 

in the feature fusion module can lead to poor performance 
in small target object recognition. In order to address this 
issue, a deep semantic feature fusion module is used in 
this paper, which fuse and represent the local and global 
information of the three scale features extracted in parallel 
fully (seen in Figure 1). The specific structure of the deep 
feature fusion is shown in Figure 6, which Conv3×3 is used 
for extracting the local information and DeConv3×3 is used 
for enhancing the local information. P8 represents an abstract 
global feature, it’s size can be changed into the size of P6 by 
the Broadcast and lastly I6 is obtained by fusing all feature 
information. Therefore, I6 contains both local and global 
information, this can make the semantic information is more 
abundant, the semantic information of shallow feature maps 
can be enhanced in the reverse fusion, and thus improve the 
confidence and classification accuracy.

Figure 6.  Feature fusion module

3.4 The Optimization of Loss Function
From the experience of the actual recognition, if there 
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are a large number of negative samples in the background 
and a small number of positive samples in the target, it is 
an imbalanced distribution for the samples. At the same 
time, if the difficult samples between the small targets and 
background are difficult to classify, it can also lead to the 
problem of imbalanced positive and negative samples in the 
model [19]. If the loss of different samples is not considered, 
it may result in a number of the small target positive samples 
can not play a dominant role in the loss function, which will 
lead to the deviation during the training process, and reduce 
the small target recognition accuracy. In response to the 
aforementioned shortcomings, the loss function has been 
improved by optimizing the cross entropy loss, which is 
represented as follows:

log( ) . 1
( , )

log(1 )
p if y

CE p y
p other

− =
= − −

.                  (7)

Where [0,1]p∈  indicates the probability that the 
predicted sample belongs to a positive sample, y = {1, −1}
represents a sample category label, pm is the tag probability, 
which can be represented as follows:

, 1
1m

p if y
p

p other
=

=  −
.                            (8)

Therefore, the cross entropy function is simplified as:

( ) log( )t tCE p p= − .                              (9)

In order to reduce the problem of large differences 
between the positive and negative sample, corresponding 
weights are set based on the contribution of the different 
sample for the loss, and shared weight value are introduced. 
When the shared weight value is small, the shared weight is 
denoted as βt, and the improved loss function is:

( ) log( )t t tCE p pβ= − .                          (10)

For the samples that are difficult to classify, the dynamic 
balance adjustment coefficients (1 − pt)

ε is used which can 
improve the loss proportion of the difficult classify samples. 
The final loss function calculation is expressed as:

( ) (1 ) log( )t t t tFL p p pεβ= − − .                    (11)

Where ε ≥ 0 represents the focusing parameter. In the real 
training, when β = 0.3, ε = 0.25, the recognition effect is best.

Table 2.  Parameter settings
Parameter Value
Iterations 300
Batch size 32

Learning rate 0.004
Momentum 0.9

Weight decay 0.0005

 

Figure 7. The three types of work-pieces to be identified
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4  Experiment

4.1 Experimental Environment
In the experiment, the operating system is Ubuntu 

18.04 LTS, CPU is Intel’s Core i5-8500 with 32GB 
memory, GPU is Nvidia RTX 2080Ti with 22G memory, 
the industrial camera is MV-VA060-10GC, and the deep 
learning framework versions are Pytorch1.2 and Python3.6 
respectively. In the model training, update and optimize 
the weights of the network model using the Stochastic 
Gradient Descent (SGD) algorithm [20]. Select three types 
of commonly used work-pieces on the production line as 
samples, namely hexagonal nuts, hexagonal bolts, and square 
connecting pieces, and the experimental images are shown in 
Figure 7. Annotate images by using Labeling software, and 
then expand the data through transformation methods such 
as flipping, mirroring and so on. The experiment data with 
24000 pieces are divided into three groups: training set with 
18000 pieces, validation set with 2000 pieces, testing set with 
4000 pieces, and the parameter settings are shown in Table 2.

4.2 Training Results Analysis
During the training process, as the number of iterations 

continues to increase, the loss values tend to flatten out 
without the significant oscillations. The loss value curve can 
be seen in Figure 8, and the trend of the curve indicates that 

the convergence and training effect of the algorithm in this 
paper are good.

Figure 8.  Model training and the results

4.3  Recognition Results Analysis
Two indicators of target recognition are used to evaluate 

the identification rate and accuracy of the model in this paper: 
(1) Select the frames per second (fps) to represent the model 
recognition speed to measure the number of images that can 
be identified per second. (2) Adopt the mean accuracy mAP 
to represent the recognition accuracy, which is the average 
value of recognition accuracy AP for all categories. The 
definition of AP is as follows:

1

0
( )AP p r dr= ∫ .                                (12)

(a) YOLOv4 (b) SSD (c) Our model

Figure 9. The recognition results

Where p(r) is a curve with recall rate as the horizontal 
axis and accuracy as the vertical axis.

In order to analyze the recognition effect of the improved 
algorithm in this paper intuitively, the image size recognized 
by the industrial camera is 300×300, and different algorithms 
such as YOLOv4 and SSD are used to recognize the same 
image, the recognition results are shown in Figure 9. 

In order to verify the advantages of the proposed 
algorithm for small work-pieces recognition in automated 
production lines, the algorithm described in this paper 
compared with other algorithms, and the experimental results 
are shown in Figure 10. Figure 10. Algorithm comparison 
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In terms of the recognition accuracy, it can be seen 
that the algorithm proposed in this paper has significantly 
improved in the recognition speed and accuracy compared 
to other typical one-stage recognition algorithms. The 
recognition accuracy can reach 92.26%, which is 3.09% 
higher than the accuracy of the basic SSD algorithm, and 
1.98% higher than YOLOv4 algorithm. The results indicate 
the improved SSD algorithm can meet the requirements of 
the production line. In terms of the recognition speed, due 
to the addition of the attention mechanisms and the reverse 
paths, the recognition speed of this paper’s algorithm is 
lower than SSD algorithm, but it is significantly higher than 
YOLOv4 algorithm, and the detection speed can still meet the 
requirements of the production line. In a word, the improved 
algorithm which integrates attention mechanism, semantic 
information, positive and negative paths, makes the model 
structure become more complex and reduces the recognition 
speed of the small work-pieces, but it greatly improves the 
recognition accuracy to some extent.

5  Conclusion

In this paper, the One-stage SSD algorithm is improved. 
The purpose is to solve the low recognition accuracy problem 
caused by the lack of semantic information in the shallow 
feature maps of the original algorithm. Specifically, the 
first improvement is to add the channel attention machine 
mechanism into the original algorithm to increase the 
attention for the detail features, the second improvement is 
to eliminates the interference of background information 
using the semantic feature fusion module. The experimental 
result show that the improved algorithm has achieved good 
results in terms of recognition accuracy and speed for typical 
small work-pieces in automated production lines, such as 
hexagonal bolts, hexagonal nuts, and small connecting plates. 
In the future, more lightweight network model will be further 
studied to improve the recognition speed.
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