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Abstract

In recent years, OCR data has been used for learning 
and analyzing document classification. In addition, some 
neural networks have used image recognition for training, 
such as the network published by the ImageNet Large Scale 
Visual Recognition Challenge for document image training, 
AlexNet, GoogleNet, and MobileNet. Document image 
classification is important in data extraction processes and 
often requires significant computing power. Furthermore, it 
is difficult to implement image classification using general 
computers without a graphics processing unit (GPU). 
Therefore, this study proposes a lightweight neural network 
application that can perform document image classification 
on general computers or the Internet of Things (IoT) without 
a GPU. Plustek Inc. provided 3065 receipts belonging to 58 
categories. Three datasets were considered as test samples 
while the remaining were considered as training samples to 
train the network to obtain a classifier. After the experiments, 
the classifier achieved 98.26% accuracy, and only 3 out of 
174 samples showed errors.

Keywords: Documents classification, CNN, IoT, Deep 
learning, Edge computing

1  Introduction

Document classification methods have significantly 
evolved since 2000. Until 2013, recognition technology was 
mainly implemented through template matching [1-3] or 
graph matching [4-7]; however, these methods were mostly 
used in structured documents that have typesetting and 
printing with fixed formats, and contain unchanged keywords 
or fixed patterns on the document, such as the logo of the 
organization.

Since 2014, deep learning methods have been used 
to classify document images. Artificial intelligence has 
developed gradually. For example, the 1993 IBM Deep Blue 
Computer [8] defeated the then chess Grandmaster Garry 
Kasparov, and Yann LeCun, also known as the father of 
artificial intelligence, released LeNet-5 [9]. Although this 
classic convolutional neural network (CNN) recognized 
handwritten digits, the application of artificial intelligence 
stagnated for a long time owing to the insufficient computing 
performance of computers. Since 2011, after the development 
of cloud computing and graphics processing unit (GPU) 

technology, big data analysis through deep learning gained 
wide attention and was applied to several applications, 
including document image classification.

Recently, most of the document datasets used the 
RVL-CDIP [10] or SD2 and SD6 in NIST [11], which are 
categorized by different natures, such as the content of the 
RVL-CDIP dataset. RVL-CDIP comprises 16 categories: 
letter, memo, email, file folder, form, handwritten, invoice, 
advertisement, budget, news article, presentation, scientific 
publication, questionnaire, resume, scientific report, 
and specification, which are different from the problems 
addressed in this study. This study aims to classify a factory’s 
purchase list according to different suppliers, to recognize the 
different purchase order formats of different companies.

VLNet [12] was proposed by Chen in 2022 as a basis 
and header feature of documents as input data for classifier 
training. This study used VLNet considering the current 
classification network of document images is too large for 
devices without GPU. VLNet is a lightweight network that 
does not rely on GPU operations, and its input makes a set 
of artificially generated one-dimensional (1D) feature series 
using a feature sequence with a length of 200 items.

Furthermore, we compared the results of this study 
with AlexNet and MobileNetV3 experiments to verify the 
effectiveness of VLNet. Finally, the accuracy of the proposed 
structure in 174 test samples was evaluated at 98.26%, with 
only three errors, which was better than 92.53% and 93.68% 
of AlexNet’s two identification intervals, and 97.13% and 
95.98% of MobileNetV3’s two identification intervals.

2  Related Research

In this section, we discuss the state-of-the-art (SOTA) 
methods in document image classification, including the use 
of template matching or document layout to describe the 
characteristics of files, the use of graphical features to extract 
document features, and machine learning to classify these 
features. In the later stages, optical character recognition 
(OCR) content and machine learning are used to add text 
rules and classify files, respectively. In the past five years, 
deep learning has been used to train neural networks to 
classify files.

Chen et al. [13] proposed SHIF to obtain file features 
that reduce the maximum length and width of the file image 
to less than 1000 pixels, thereby reducing the number of 
operations. Furthermore, it uses the scale-invariant feature 
transform to obtain the descriptors of the feature. Each 
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descriptor contains a 128-dimensional feature vector, which 
records the strength of the 4×4 bins in an 8-directional 
plane, and a 4-dimensional vector F, which records the x 
and y coordinates, scale, and orientation of the descriptor. 
In addition, they built a k-dimensional tree for these feature 
vectors in the bin, thereby allowing them to search for 
the feature vector size in linear time. Using the proposed 
method, the similarity score for each document category has 
been calculated by counting the number of nearest neighbor 
descriptors for the category. Furthermore, we compared the 
proposed method with architectures previously proposed by 
Sarkar [14] and Usilin [15]. The accuracy of recognizing a 
Chinese bank from the database of the Bank of China was 
found to be 94.96%, whereas that of Sarkar’s architecture 
and Usilin’s architecture was only 65.53% and 90.63%, 
respectively.

Recent research strongly supports the application of 
deep learning techniques. Krizhevsky et al. [16] proposed 
the utilization of AlexNet, a well-known deep learning 
architecture, along with another more streamlined network 
architecture designed explicitly for document image 
classification. AlexNet’s main architecture comprises five 
convolutional layers and three fully-connected layers; the last 
layer outputs the captured features to the first fully-connected 
layer, which has 4096 dimensions. Another streamlined 
architecture comprises three convolutional layers and three 
full layers, wherein the last layer of convolution outputs the 
captured features to the first fully-connected layer, which has 
1000 dimensions. The datasets used in the study were Small 
CDIP and RVL-CDIP and used two network architectures, 
different datasets, and different sampling areas for training 
and experimentation. In the holistic case, the best results 
are obtained by using the RVL-CDIP dataset and ImageNet 
init. AlexNet achieved the best accuracy of 89.8%, whereas 
experiments using Small CDIP datasets obtained 75.6% 
accuracy. Additionally, when Random Init was used, Small 
Net and AlexNet achieved 85.1% and 87.8% accuracy in 
RVL-CDIP, respectively.

To improve the recognition accuracy, Audebert et al. 
[17] proposed a multimodal classifier for hybrid text/image 
classification using two different networks for feature 
learning followed by using the features of the two models 
for classification. Furthermore, the method uses an image 
CNN network for image feature acquisition. The network 
architecture is MobileNetV2, and the other network uses 
OCR text content for encoding, using a 1D convolutional 
layer to capture features; the data set used in this study 
is RVL-CDIP and Tobacco3482 [18]. The experimental 
results showed that RVL-CDIP and Tobacco3482 achieved 
accuracies of 90.6% and 87.8%, respectively.

Traditional classifier analysis uses a confusion matrix 
[19] to analyze the classification ability of the classifier. 
Classification ability refers to the concentration or 
discreteness of the analysis error. That is, if an error appears 
in any category, regardless of whether the characteristics 
of the class are similar, then the classifier cannot correctly 
distinguish the class; conversely, if the error concentration in 

certain categories is confusing, it is necessary to rely on other 
analyses to understand why the classifier concentrates on 
these categories.

To analyze general CNN networks, Selvaraju et al. [20] 
proposed the Grad-CAM method, which combines feature 
maps of gradient signals without changing the original 
network architecture. The primary distinction between this 
method and the approach introduced by Zhou et al. [21] lies 
in its capability to visualize the convolutional feature maps 
without altering the network architecture. Therefore, this 
method can be applied here to analyze the causes of category 
confusion. The gradients are set to zero for all classes 
except the desired class, which is set to 1. The signal is then 
backpropagated to the rectifier convolutional feature maps 
of interest, and when it is finally mapped back to the feature 
map point-by-point, the most interesting features appear 
in red on the heatmap. The heatmap is then overlapped on 
the original input image, and the classifier obtains the more 
interesting features. Recently, several studies have used Grad-
CAM [22-24] to understand the features that CNN models 
focus on.

3  Methodology

For practicality, we used the same dataset to compare 
classic image classification networks AlexNet and SOTA 
MobileNetV3 [25]. MobileNetV3 is a lightweight CNN 
network proposed by Google in 2017 that focuses on mobile 
or embedded devices, and its biggest innovation is the 
depthwise separable convolution. We chose MobileNetV3 
as a benchmark for comparison because it is similar to 
VLNet, which was built for the Internet of Things (IoT), 
thereby allowing us to compare the performance of VLNet 
and MobileNetV3. AlexNet and MobileNetV3 both perform 
the classification of images, and hence, can be compared 
to understand which network is more suitable for small-
file classification. This study differs from other studies 
considering the datasets used, RVL-CDIP and Tabacco3482, 
are very different file classifications.

3.1 Dataset
The receiving department from Plustek Inc.’s factory can 

generate over 100 receipts per day, and most receipts record 
the name of the shipping company, shipping order number, 
date, material part number, material name, and the quantity 
of the item. Such data, for companies that do not implement 
electronic data interchange, can only be manually input into 
the material management system. Although using automatic 
identification is used can save time and labor, the form 
specifications of each company are different. Although the 
difference is not much, it is best to perform classification first 
and then identification to identify the form accurately. 

As shown in Figure 1, the six samples from 58 categories 
of purchase orders are documentation of the same nature but 
from different companies; however, some purchase orders 
are very similar as shown in Figure 2. This study aims to 
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classify these groups using a very similar sample. There are 
3072 data, and 58 categories have been artificially classified 
considering the samples are naturally distributed. Because 
the number of samples in these categories is not balanced, 
we took three copies of each sample category as test samples, 
and the remaining were considered as training samples.

Figure 1. Six samples in 58 categories

Figure 2. Similar category of dataset

3.2 Region Strategy for Sampling
For rapid classification, only local features have been 

considered in this study. We assumed that the orientation 
of the images is correct, considering the rotation of images 
does not concern this study. Because the general purchase 
list comprises a meter head and a watch body, the content 
of the watch body will differ for incoming items. Therefore, 
we considered a relatively stable table head to capture the 
features and used this feature series as our training data. The 
feature regions are determined using Algorithm 1.

Algorithm 1.
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Because there are two paper formats, portrait and 
landscape, if the same area algorithm would have been 
used in the experimental sample, it would have affected the 
effectiveness of the sampling area. Therefore, as shown in the 
above formula, the landscape and portrait paper algorithms 
are slightly different, especially the sampling area of the 
y-axis.

As shown in Figure 3, the gray block is the block we want 
to calculate the feature. Therefore, we divide this feature into 
equal 40 × 5 blocks, and obtain a total of 200 small blocks 
to calculate the average brightness of this feature. Each 
feature block will have numbers from 0 to 255, which will be 
collected into a sequence of features for training. 

Figure 3. Features map of the header region

The following feature series is obtained after the average 
brightness of the 200 small blocks: “170, 166, 162, 168, 
172, 168, 172, 163, 168, 171, 176, 173, 171, 174, 171, 178, 
173, 173, 173, 170, 173, 171, 171, 170, 169, 171, 172, 172, 
172, 170, 172, 168, 166, 170, 168, 169, 167, 168, 169, 164, 
170, 139, 141, 163, 161, 172, 141, 138, 163, 161, 166, 142, 
139, 165, 164, 161, 132, 140, 156, 157, 163, 135, 133, 158, 
158, 165, 131, 134, 164, 166, 161, 138, 143, 161, 159, 165, 
137, 134, 162, 158, 172, 153, 151, 165, 133, 170, 139, 147, 
166, 136, 173, 144, 148, 169, 129, 171, 138, 144, 166, 131, 
172, 135, 141, 166, 149, 173, 136, 137, 162, 164, 172, 146, 
150, 162, 163, 168, 140, 140, 158, 160, 171,126, 134, 165, 
169, 170, 152, 149, 167, 165, 170, 151, 156, 172, 171, 170, 
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147, 152, 171, 169, 169, 157, 161, 173, 168, 166, 167, 172, 
172, 166, 169, 169, 167, 170, 165, 168, 167, 161, 157, 152, 
166, 165, 153, 144, 142, 159, 162, 162, 160, 156, 162, 166, 
154, 143, 141, 165, 169, 156, 144, 141, 166, 169, 158, 143, 
144, 167, 170, 156, 140, 144, 161, 166, 153, 156, 158, 168, 
173, 157, 157, and 159.” After normalization, this feature 
sequence becomes a floating-point number between 0 and 
1, which will be used by VLNet for learning and obtaining 
experimental data for this study. The normalization formula 
is given as:

1.0 .
127.5

fn  = − 
 

                                 (1)

where n and f represent the normalized and feature values, 
respectively.

3.3 Lightweight Convolutional Network

To achieve the goal of running even in the IoT, it is 
necessary to streamline the structure of the network to 
effectively reduce the number of operations. We adopted the 
VLNet proposed by Chen et al. [12] to the characteristics of 
document classification. VLNet was published for character 
recognition, and its input features are 135, including 36 vector 
features for stoke, 18 edge features for characters, and 81 
density features. Its network layer inputs 135 features, after 
a 1D convolution of mask 1 × 3, a 1 × 133 × 6 feature map, 
followed by a 1 × 2 max pooling, then a 1 × 66 × 6 feature 
map, and then a 1 × 64 × 18 feature map after the second 1D 
convolution, and 52 categories through FC-400-300. Because 
the input of this study is not a character but a local image of 
the header region, that is, a 1D feature sequence obtained by 
sampling, this series is already a sampling result. To reduce 
the number of layers and acquire more feature data, we 
deleted the max pooling layer and only connected the two 
layers of 1D convolution. As a result, the simplified network 
architecture first enters a series of 200 feature values, the 1D 
convolution of 1 × 3 obtains the feature map of 1 × 198 × 6, 
and then the second 1D convolution obtains the feature map 
of 1 × 196 × 18. Finally, after FC 300 | 150, 58 categories are 
output, as shown in Figure 4.

Figure 4. Architecture for lightweight convolutional network

3.4 Experimental Architecture
The performance of this study has been verified by 

comparing the proposed architecture with the experimental 
results of AlexNet and MobileNetV3 using the same samples 
and experimental procedures. This study focuses on the 
header region, which is in line with the proposed architecture, 

and the remaining two control networks perform two sets 
of tests: header and holistic regions. The test is divided into 
accuracy and elapsed-time tests.

4  Experimental Results

To solve the problem of different receipts of the same file 
type and to apply it to general IoT devices, our experiment 
focuses on understanding the correctness of classification as 
well as emphasizing the computational performance of the 
proposed method. We compared the accuracy and operation 
speed of the experimental results of each sampling area of 
each network.

Our experimental platform uses the Raspberry Pi 
Foundation’s Raspberry Pi Model B with 4 GB of RAM, and 
the CNN’s framework uses PyTorch.

For the test samples in this experiment, three samples 
were considered for each category, while 58 categories 
indicated 174 test data. As shown in Figure 5, MobileNetV3 
performs better than AlexNet, irrespective of whether it is 
using the image of the head interval alone or the entire image 
for training. Nonetheless, both networks performed better 
than using the head interval alone in all intervals. However, 
neither MobileNetV3 nor AlexNet obtained results better 
than VLNet. Regarding the input data, although this study 
only needed 200 tensors, the number of input parameters 
of AlexNet and MobileNetV3 was much larger than that in 
VLNet; consequently, good results can be obtained with a 
relatively small amount of data. Therefore, we can conclude 
that VLNet is more suitable for files of the same type 
with only minor differences. Table 1 presents the detailed 
experimental results, with different experimental results in 
different sampling strategies.

Figure 5. Accuracy results

Table 1. Detailed experimental results

Approach type Region 
strategy Incorrect Total Accuracy

VLNet Header 3 174 98.28

AlexNet Header 13 174 92.53

AlexNet Holistic 11 174 93.68

MobileNet V3 Header 5 174 97.13

MobileNet V3 Holistic 7 174 95.98
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Figure 6 shows the confusion matrix of the experimental 
results. The error categories were Class 24 and 45. For Class 
24, there were 3 test samples, 1 being wrong and confused 
with Class 54. For Class 45, there were 3 test samples, 2 
being wrong and confused with Class 46.

Figure 6. Confusion matrix of experimental results

Figure 7 shows that the header region of the test sample 
is Class 24; this sample is predicted in Class 54 shown below. 
The two categories have similarities in the layout.

Figure 7. Error sample Class 24 of experimental results

As shown in Figure 8, the two wrong samples are Class 
45, which are classified as Class 46. The two categories have 
similarities in the layout.

Figure 8. Error sample Class 45 of experimental results

We used Grad-CAM to observe the wrong samples and 
know that their layout is similar, and used the heatmap in 
this study to analyze the cause of the error and reveal the 
interesting features in the CNN.

As shown in Figure 9, the heatmap for class 24 was used 
to analyze the causes of errors, while Figure 10 represents 
the heatmap analysis for class 45, the heatmap indicates the 
primary area of interest in red, the secondary area of interest 
in yellow, and the area of no interest in blue. This shows that 

the distribution of red areas is very similar, wherein there are 
some hot areas around the handwritten digits. Furthermore, 
there will be some shifts owing to the mapping of the 
heatmap to the original map, resulting in partial overlap of 
the handwriting area of the above figure; however, this does 
not affect our observation.

Figure 9. Heatmap for error sample Class 24

Figure 10. Heatmap for error sample Class 45

As displayed in Table 2, the distribution of hot regions 
is almost the same in the confused category, which caused 
confusion in Class 24. We presume that, without OCR, only 
features should be used to classify. In the above two cases, 
it is a confusing situation, and not all test samples will be 
confused in these two classifications; other categories are 
completely error-free. Nonetheless, the classifier can still 
accurately classify.

Table 2. Elapsed time

Approach type Region 
strategy

Total elapsed 
time (ms)

Unit elapsed 
time (ms)

VLNet Header 1068.22 6.14

AlexNet Header 292344.55 1680.14

AlexNet Holistic 317051.77 1822.14

MobileNet V3 Header 38380.32 220.58

MobileNet V3 Holistic 68772.27 395.24

Furthermore, Table 2 shows the experimental results 
of the elapsed time. The test data was used 10 times for 
prediction for each approach, and the average time of the 10 
runs was considered. The results indicate that MobileNetV3 
is several times faster than AlexNet, and meets the original 
design definition of MobileNetV3. However, there is a 
significant difference with the proposed method, which is 
at least 36 times better. Furthermore, considering current 
computers have a fast central processing unit and GPU, 
the performance is not significantly affected. However, 
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performance issues may arise if it is to be implemented on 
IoT. We used the Raspberry Pi 4 Model B, which took an 
average of 6.14 ms to classify each document.

5  Conclusions and Future Work

This study solved a practical problem in the classification 
of files used for the same purpose, but having different 
formats for subsequent data collection. The results of the 
experiment verified the original hypothesis: comparing the 
two latest network architectures, AlexNet and MobileNetV3, 
with the proposed architecture (VLNet). This study used 
these two networks as a control group to verify the use of 
sampling features and a lightweight network to achieve the 
goal of classification and classify IoT devices. Using the 
runtime comparison of MobileNetV3, we verified that VLNet 
is indeed lighter and more suitable for IoT devices than the 
current streamlined network architectures. The results of the 
experiment showed that only three errors were obtained in 
the test set of 174 samples, while AlexNet and MobileNetV3 
had 11 and 5 errors, respectively. Therefore, in terms of 
accuracy, the proposed architecture performed much better. 
Furthermore, in terms of operating speed, the proposed 
architecture was 280 times faster than AlexNet and 36 times 
faster than MobileNetV3.

Because the sample in this study was normally 
distributed, not every category was balanced, which would 
have affected the prediction effect of the network. However, 
to present the actual situation, we did not manually adjust the 
data set to make it balanced. In the future, we will optimize 
the network for more samples, and propose this architecture 
to verify that the deepening of CNNs does not solve the 
problems encountered in the real world and that the human 
perspective can be used to summarize artificially made 
features and input to deep learning, so that the network learns 
the correct features and removes unwanted interference to 
improve prediction accuracy.
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