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Abstract

Computer vision technology allows the computer to 
interact with a human operator to quickly complete the 
interpretation of events and improve the operational workflow 
of processing events. As computer vision technology 
continues to evolve, the cost of the equipment continues to 
increase. Therefore, the stability of the system can be ensured 
through the design of the middleware and the calculation of 
the auxiliary functions of the software agents. At present, 
the recognition of characters for image processing is based 
on the technology of image recognition, which can provide 
a more flexible user experience. However, the dilemma of 
contactless design lies in the processing and calculation of 
images, which should reduce the inconvenience caused by 
delays.

This article uses a Raspberry Pi as an example of a 
computing proxy application. After the visual inspection, 
the verification operation of the software is carried out. Our 
system is the detection of hand position and movement, 
and the detection of hand mark position in reconnaissance. 
In addition, we simultaneously developed management 
and remote control events and connected to the remote 
edge computer. After that, we successfully completed the 
automatic control and serial application of two different 
edge computing recognition jobs, and verified the image 
vision computing based on the Raspberry Pi software agent, 
which can be used for image vision analysis and control 
applications.

Keywords: Computer vision, Edge computing, Handmark, 
Software agent, Image recognition

1  Introduction

To the gestural recognition technology. Google has 
released a set of palm detection model BlazePalm and hand 
key point model [1-2] which can further detect and record 
gestures according to the changes in the coordinate values 
of 21 points [3]. Use of dynamic receive images for real-
time computing. When using the model suite, which can be 
combined with virtual reality or augmented reality situations 
to control and use gesture behavior. The technology is more 

flexible to offer portable devices that do not need a computer 
to monitor the application. 

In the application of computer recognition technology, 
the current image computation recognition technology 
needs to be monitored by a computer. When it comes to 
image monitoring and application technology, there is 
also a lack of flexible application services. For example, 
when a user turns on his computer, it is more convenient 
to sit in front of the computer and use the keyboard and 
mouse than video vision to detect gestures. Therefore, 
for computer application operations, although Mediapipe 
provides precise deep learning calculation technology, finger 
positioning information is calculated publicly. However, 
where the application is limited to the operation in front 
of the computer, the value and application of technology 
development is limited.

With advanced IT application technology, computation 
tasks can be distributed to last-mile nodes, and the M2M 
communication mechanism can be combined to decompose 
computation tasks [4-5]. In the research, the image 
analysis and computing tasks are performed by the image 
computing nodes, and the computing power of the edge 
computing device endpoint is properly used to transfer the 
computing information from a single host to the distributed 
terminal nodes. The image processing results are returned 
to the MQTT broker through the MQTT communication 
mechanism. In the case of different remote devices, such 
as PCs, mobile phones or large remote control devices, the 
results of the visual recognition process are transmitted 
to different device nodes via the host. The main function 
is to allow users to operate without computer equipment 
by disaggregating the event computation tasks and the 
controlled devices. To improve the service of the engineering 
stress model, after the Edge device performs the calculation, 
it sends the result of the calculation task to the controlled 
computer device.

The structure of this thesis is as follows: Chapter 2 In 
Chapter 2 we have a review of relevant previous research. 
We consider gesture recognition and advanced computing 
technologies. In chapter 3 we present an experimental 
framework for the demonstration of gesture recognition 
in an edge processing environment. Chapter 4 examines 
the experimental results and investigates the performance 
differences between the treatments and the improvements 
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in computing edges. The final chapter is a discussion of 
the empirical application results and experimental service 
application models derived from the research.

2  Related Works

2.1 Deep Learning with OpenCV
Deep learning has shown good results in recognizing 

natural language objects. This can be text, images or natural 
language. Zhang, Y (2022) [6] presented initial ideas for a 
basic gesture recognition system using Google’s TensorFlow 
deep learning framework and gesture recognition components 
from the MediaPipe and OpenCV machine vision open-
source libraries. The Google-trained datasets were used to 
extract the skeletal key points of the cursor, and then a pre-
processed database was used to train the neural network 
to create an initial model, which was then modified and 
changed. 

However, successful image recognition relies heavily on 
supervised learning requiring extensive manual labelling. 
To avoid the costly collection of tagging data, and in 
domains where there are few standard pre-trained models, 
self-supervised learning is a form of unsupervised learning 
which allows the network to learn rich visual features. Semi-
supervised learning, semi-weakly supervised learning, 
incremental learning, and small sample learning are 
presented as case studies in a study on self-supervised image 
recognition using deep neural networks by Ohri, K. (2021) 
[7].

2.2 Graph Neural Networks
The first graph neural networks, first outlined by Gori, 

M. (2020) [8-9], consisted of two main components, graph 
and neural network, combining our familiar data structures 
with deep learning. As convolutional CNN analysis networks 
evolved to incorporate graph learning, the combination of 
(convolutional neural networks (GCNs) for graphs) combined 
the learning results of social networks, crawling pen pairs, 
etc. Niepert, M. (2016) [10] has tried to adapt his framework 
in order to integrate the results of the CNN-based derivations 
into graph learning. Similar to image-based convolutional 
networks that operate on locally connected regions of the 
input, time series of image nodes and adjacent images are 
computed, and discrete and continuous node and edge 
attributes are learned in tandem, evolving into today’s GNN 
framework. Deep learning can be applied in many ways. 
Examples include image classification, image processing, and 
speech recognition. The core development of the approach 
has been to deal with structural irregularities, mainly through 
machine learning methods that use graph-structured data for 
adaptation and prediction. Weng, X. (2020) [11] applied a 
feature interaction mechanism in 3D object tracking learning. 
In the proposed method, the image is first transformed into 
a graph, where nodes represent the parts of the image and 
edges represent the binary relationships between these parts.

2.3 Image Training MediaPipe
Developed by Google Research, MediaPipe is an 

application framework for multimedia machine learning 

models [12-14]. It uses a machine learning framework to 
process images and audio, using the image information to 
create corresponding nodes, and further linking the nodes to 
create data mapping lists. The technology is currently being 
used in a number of projects for face mesh, pose recognition, 
face recognition and other applications. For hand recognition, 
Mediapipe uses a BlazePalm to detect the palm, which is 
then used as hand keypoints, allowing the model to directly 
predict 21-point coordinates [15].

For image sampling training, Subramanian, B (2022) 
[16] showed that after training 100 images, the conventional 
standard GRU gave the accuracy indicated by the green line, 
and its analytical accuracy and false loss performance could 
be quickly corrected to give better results after more than 20 
images, as we can see in Figure 1. The optimal MediaPipe-
optimized gated recurrent unit (MOPGRU) proposed in the 
data of this study achieves the best training model results. 
Therefore, we can observe that the sampling characteristics 
of MediaPipe image connections have a certain quality for 
the sampling performance of deep learning and can reduce 
the cost of computer training and computation.

Figure 1. MediaPipe Hands 21 hand landmarks [17]

2.4 Prediction of Joint Gestures
The prediction of the key points of the hand has an 

impact on the gesture results that can be compared by 
computer computation and prediction computation. Currently, 
many scholars have suggested gestural training methods 
and established models through different dataset sampling 
methods to compare. Starting from deep learning, Tkach 
A. (2017) [18] once proposed the event analysis of image 
tracking, where images are reproduced through static images 
that correspond to the dynamic movements of the hand. The 
results show that, after the use of time series tracking, the 
modeling model and the volumetric model, respectively, have 
been trained with convolutional nets. 

The position data of the relevant image nodes are 
computed by the genetic computational model. The 
accumulated uncertain data are corrected. For example, 
in Figure 2, the front end angular motion is influenced by 
the finger’s red stop. Therefore, if the angle tends to be 40 
degrees, then the front end is in the first segment, and it is 
impossible for the finger to leave the node after 40 degrees. 
Based on this model, we can refer to more accurate training 
results for verification, although this research is based 
on sampling, creating virtual gestures and automatically 
generating animations for use. This allows us to use the 
OpenCV and MediaPipe libraries to find the key points in 
the hand painting, accurately integrate image processing and 
artificial intelligence capabilities, and create computer vision 
AI applications.
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Figure 2. Results of calculations and possible finger 
movement scenarios [18] 

3  System Architecture

In the research, the Hand Marking Model is used to 
process the marking. After the camera obtains the whole 
image for position searching and detecting, we use the hand 
landmark model to accurately determine the 21 3D hand joint 
coordinates in the detected hand area by regression. point 
positioning. Since the positioning information can predict the 
operation of the coordinate points when curling, fisting and 
so on occur in gestures and the joint position status cannot 
be detected in time by the image, it can still be replaced 
by calculation through machine learning, avoiding image 
interference and causing the system to fail to detect judging 
action events.

In the basic environment of the experiment, we first 
detect the characteristics of the hand, view and compute the 
image of the hand in real time through the webcam, use the 
media pipe to extract the joint points, construct the trajectory 
data of the joint point movement, and transfer the movement 
behavior event to a tag, notify the MQTT broker to perform 
subsequent broadcasts through tag events. After the 
transmission, the remote computer can receive the data signal 
through the transmission, and can process the event after the 
transmission, and further realize that the distributed edge 
computing processor only processes its own work item, and 
the image sampling endpoint can focus on image processing 
and signal distribution simultaneously. The computer end 
points handle the short control and computation, and in 
the construction of various edge computing infrastructure 
environments, they have better processing performance 
because the respective devices only exchange signals. Figure 
3 is a sketch of our experiment implementation architecture.

Figure 3. Architecture of the experiment implementation

For another, the software’s mediating agent system 
assesses conduct. Therefore, for a behaviour event, the 

operation behaviour of the agent in accordance with the event 
can be modified more flexibly. In this research experiment 
for the actual validation of the design environment, the 
finger positioning visual markers are used as different cues, 
e.g. thumb for previous page, little finger for next page, 
combination of index and middle finger for laser. Since the 
calculation and analysis of the image are performed by the 
Raspberry Pi, the agents can send the analysis results of 
the image search to all the different nodes via the MQTT 
publishing. For example, in two completely different space-
time environments, digital signals based on image analysis 
results can be transmitted not only at the near-end, but also 
correspond to different distant simultaneous processes.

3.1 Computing based on the Recognition of Gestures
In this way, the coordinates of the x-, y- and z-axes can 

be drawn at a fixed point by means of computer calculation. 
Once we have obtained the relevant numerical information, 
we can then carry out operations to calculate the data. Taking 
the image in Figure 4 as an example, our joint position 
moves from the coordinate 0.42 to the coordinate 0.5, which 
can record the gesture behavior, and further establish the 
corresponding endpoint task control and analysis events on 
the behavior coordinates.

Figure 4. Image joint sampling and joint values

3.2 Mobile Computing and Image Tracking
In the trial, it is necessary to record the coordinates of 

the two nodes, then calculate the action, which can modify 
or move the action. Thus, in the gesture positioning research, 
see Zhang, F (2020) [13], by first detecting the position, 
after further calculating the joint position through the neural 
network, first obtain the color image RGB, and then predict 
the hand skeletal structure. There are two different blocks 
shown in Figure 5, two models that are used in the study: 
1) a palm detector, and 2) a hand model such as the concept 
of object tracking, which captures the state of movement 
behaviors. 

Figure 5. Palm recognition and motion detection
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We calculate Palm recognition and motion detection 
independently of the software agent that processes the 
images.

1. The software agent has two different tasks. The first 
is to get the boundaries of the intended analysis. In 
the case of real-time image sampling analysis, we 
must first define the boundaries of the analysis so that 
the analysis can be more accurate. Therefore, we first 
detect the hand’s position through the camera and set 
the hand’s position as a rectangular boundary so that 
image analysis can be restricted to this rectangle. Un-
der the framework of deep learning for recognition 
computation.

2. After the calculation of the frame is completed, we 
will perform the node detection on the image, and we 
will use the hand landmarks to capture the positions 
of the nodes. Since the change in node position af-
fects the work item, the object movement event is de-
tected by calculating the difference before and after 
the node. When an object is removed and a moving 
node occurs, the software agent on the Raspberry Pi 
endpoint converts the behavior to a label, broadcasts 
the label, and synchronizes all other nodes.

3.3 Division of Labor between Agents

Figure 6. Communicate with local and distant agents

The main agent manages the tasks it needs to handle 
the communication services and image recognition in the 
main container of Figure 6. We use MQTT to broadcast the 
converted signal to the broker in the communication terminal 
service. The advantages and characteristics of broadcast are 
that the broker can listen online at any time, so the agent only 
needs to send the broadcast signal from the communication 
port without having to confirm the signal. Gesture recognition 
and identification software services are required. We need 
to manage the characteristics of the hand and the movement 
events, build a tagged database, and send the tagged database 
to all the nodes first. When gesture behaviour and data If the 
tags in the library match, send notification broadcast content 
tags to communicate with other remote agents of the same 
broker.

When the remote container agent receives the signal 
provided by the broker, it starts checking the database work 
event corresponding to the tag, and performs operations 
on the started or ready to start software according to the 
tag, such as opening, closing, and slideshow. Items such 
as switching pages are performed according to the tagged 
events.

4  Explaining Experimental Results

4.1 Deep learning Node Computing based on Image 
Visions
In this study, hand motion behavior is used because hand 

features must be obtained and node information calculated 
after the hand is photographed with the camera. The device 
itself first processes the event on the image, detects the two 
hands, and extracts the hand joint point frame after detection 
image. Figure 7.

Figure 7. Mark the nodes of the hand joints

To obtain the outline of the hand posture in space, 
after obtaining the coordinate points of the hand frame, we 
independently reconstruct the coordinate information in the 
three-dimensional space. We can convert the coordinate-
based information into image reproduced. When the image 
coordinates can be recreated, we can check the coordinate 
information and obtain the image movement event in the 
coordinate movement condition.

     

Figure 8. Compare left and right marker position detection results

The three-dimensional coordinate point of a gesture 
corresponding to the movement of each gesture in three-
dimensional space can be reconstructed after the coordinate 
position conversion. As shown in Figure 8. For example, 
when the index finger and middle finger move in unison, 
the data are connected by the same node, and the different 
changes in the Y axis can be used to reconstruct the action 
label that has been converted into the action state. Therefore, 
we are able to create the labels we need according to the 
different gestures. However, from this research, if the 
action label is too complex, because the accuracy of the 
computation is not as agile as the independent operation, the 
system will cause identification errors and failures after the 
computational operation. Thus, it follows from this study that 
in the case of experimental validation, it will be necessary to 
clarify the actions of changing pages, closing applications, 
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etc., and to focus only on the nodes of gestures that can be 
called accurate sampling decisions.

Figure 9. Distribution of the video control signal using edge 
computing

From the study in Figure 9, an agent is used to calculate 
images via a media pipe, then build a tag database of 
different motion events, and send the tag database to a remote 
computing device in synchrony. When the remote computer 
system has a tag database, the positioning coordinates of the 
gesture can be used for reference matching. For example, if 
our gesture only signals the little finger, we can set it to the 
next slide. So the system gets the recognition result and sends 
the next page message on the next page. It is automatically 
broadcast to all connected remote nodes after the cloud 
MQTT broker receives the signal. This allows the remote 
computer to switch the local slide on its own, rather than 
having to play the picture through the computer.

4.2 Usage Verification Test Results
A screenshot of our experiment is shown in Figure 10. 

The upper right corner is used to check whether the behaviors 
of our operation is consistent with the results of the camera 
sampling. We took the Raspberry Pi camera image separately 
and placed it in the top right corner for comparison. Under 
the right circumstances, the user is not able to see the top 
right camera screen. As we only send tag information, the 
briefing computer does not need to be camera-equipped 
for demonstrations, and tag data can still be located and 
controlled remotely.

Figure 10. Distribution of the video control signal using edge 
computing

As a result, in Figure 10, on the screen we see a red 
crosshair dot, and when we mark the image in the database, 
we let the computer know that if we just raise our index 

finger, it will fire the coordinates of the briefing laser dot 
and send them back. The positions on all the nodes are sent 
back using MQTT. In this case, just the axis of the 8th point 
is returned. As the positioning point can be compared with 
the relative position of our presentation x and y axes to 
complete the positional comparison of the laser pointer in the 
presentation, we do not collect and return the z axis data.

We have also set up different modes of operation in 
experiments to test whether the proxy signaling method that 
we have constructed is feasible. On the remote computer, 
we designed a drawing proxy event action, this action 
is imitating when we make a presentation, we circle the 
description and drawing in the presentation. When we lift 
index and middle finger simultaneously, it is detected that 
the positions of two anchor points 8 and 12 are connected 
simultaneously, and then draw. As shown in Figure 11, the 
action of this drawing is to send the coordinate information 
to the remote computer environment, and the demonstration 
computer starts the drawing operation locally through the 
agent, and the Raspberry Pi has no right to write these signal 
information. In the case of gesture marking, in addition to 
text marking, we have demonstrated through experiments that 
anchor points can mark it. Figure 12 shows that if the gesture 
lasts for a long time, the system automatically increases the 
thickness of the line for image index marking.

Figure 11. We draw a coherent region for testing

Figure 12. Set parameters of analysis process

5  Conclusions and Future Works 

In this study, a multi-point distributed communication 
mode based on edge computing will be redesigned, and the 
analysis of image visual computing and the transmission 
of messages will be redesigned by a single host. It uses 
fog computing to reduce the hardware resources needed 
by the device, combined with the characteristics of edge 
computing, to provide each edge node device with a 
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unique way of computing and processing event distribution 
task. Considering the fact that current image processing 
computations require a large number of computer cores for 
computation, the mature media pipe model is used in the 
study for deep learning computation of endpoint connections. 
Through research and experimental findings, we find that 
regardless of the real-time analysis and return of events, we 
are able to schedule the computing hardware requirements for 
analysis to the motherboard of a small computer (raspberry 
pi) that has low real-time performance.

The experimental results of this research were successfully 
passed, changing the mode of centralized computing analysis, 
using software agents to support the computing resources 
required for edge computing, completing multi-point 
computing, and feedback computing events in real time. The 
study initially uses edge computing to handle the newsletter’s 
paging and background checking operations. In the future, 
there will be innovative breakthroughs in edge computing-
based vision value-added service applications, including 
intelligent factory robot arm operation and real-time remote 
visual broadcasting systems. Several applications, especially 
in the field of computer vision, combined with deep learning 
models to integrate image vision operations into the edge 
computing node environment, break through the current 
technology to control machine interfaces requiring human 
gesture and posture.

Because of current experimental results, more complex 
dynamic behavioral and edge computing hardware 
performance stress tests were not performed. In future 
research, we will experiment and test the behavioral 
computing performance of various complex operations to 
understand the edge computing environment. The next step 
is to investigate and verify the degree of message delay in 
the real-time operation of multi-node systems. Based on 
the software agent service framework of this study, more 
detailed discussions and investigations are conducted in the 
subsequent work.
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