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Abstract

While Software-Defined Networks (SDNs) have 
separated control and data planes and completely decouple 
the flow control from the data forwarding to enable network 
flexibility, programmability, and innovation, they also raise 
serious security concerns in each plane and the interfaces 
between the two planes. This paper, instead of studying 
the security issues in the SDN control plane as many 
literatures have done in current research, focuses on the 
security issues in the SDN data plane, aiming at the state 
of the art mechanims to identify, detect, and mitigate them. 
Specifically, this paper reviews the typical models, detections, 
and mitigations of SDN flow table overflow attacks. After 
reviewing the various vulnerabilities in SDNs, this paper 
categorizes the flow table overflow attacks into saturation, 
low-rate table exhaustion, and slow saturation attacks, and 
summarizes the attack models, detections, and mitigations of 
each category. It reviews the typical attacks that can overflow 
the flow tables and provides the main challenges and open 
issues for the future research. 

Keywords:  SDN, Saturation attack, Low-rate table 
exhaustion attack, Slow saturation attack 

1  Introduction

By decoupling network control from data forwarding 
to form layered architecture, Software-Defined Networks 
(SDNs) enable flexible network configuration, better network 
performance, and centralized monitoring and automation 
[1]. SDNs can meet the stringent requirements of low 
network latency, Quality of Servise (QoS), and Service Level 
Agreement (SLA), and have been adopted in 5G moble [2], 
Internet of Things (IoT) [3], and Industrial IoT systems [4]. 

SDNs typically have a layered architecture including the 
application layer, the control layer, and the infrastructure 
layer, as shown in Figure 1. The application and control 
layers form the control plane and the infrastructure layer is 
the data plane. The application layer includes applications 
such as switching, routing, and load balancing, the control 
layer has controllers, and the infrastructure layer consists 
of packet forwarders (also called switches) and hosts. 
Between the application and control layers, SDNs introduce 

a northbound Application Program Interface (API) to 
allow the applications to collect network status and enforce 
management policies. Between the control and infrastructure 
layers, SDNs standardize on a southbound interface such as 
OpenFlow [5], to program the behavior of flows and switches 
and to maintain a global network view of the network. 
Specifically, switches in the infrastructure layer do not have 
“brain” and rely on the forwarding rules (also called the flow 
entries in SDNs) to determine the forwarding of packets. 
Flow entries are flow-based. Controllers generate them and 
install them in the flow tables located in the Ternary Content 
Addressable Memory (TCAM) of the switches. TCAM 
supports efficient matching of flows to flow entries for the 
fine-grained packet forwarding. 

Although SDNs provide new primitives and facilitate 
network programming and application innovation, SDNs 
raise the security concerns on the layered architecture that 
can be exploited to disrupt the normal operation of SDNs [6]. 

The major vulnerabilities of SDNs can be traced back to 
the flow setup procedure, which sets up flow entries for new 
flows, and the limited resources of the participants in this  
procedure [7]. Figure 1 shows the main participants in this 
procedure: 1) the switches that receive the flow packets; 2) 
the flow entries that are looked up to determine the behavior 
of switches corresponding to the received packets; 3) the 
communication channel through which the switches forward 
the received packets to the controller if no matching flow 
entries are found in the flow table; 4) the controller that 
receives the forwarded packets, generates the matching flow 
entries, and installs them on the corresponding switch via the 
communication channel; and 5) the flow table that is checked 
to determine if it has enough space for the received entries. 
The entries are stored in the flow table and the received 
packets are forwarded out if there is enough space, and 
dropped otherwise. SDNs rely on this process to operate the 
network normally and provide advanced features.

All the entities involved in the flow setup procedure can 
be the targets of cyber attacks. For instance, the applications 
in the application layer are often provided by the third party. 
Attackers can take advantage of this and insert malicious 
applications and packets to overload the controllers, switches, 
and the communication channel between them. The logically 
centralized controller in the control layer is responsible for 
determining the behavior of all switches and flow packets 
in the network by setting the configuration of switches and 
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generating flow entries for switches, creating a notable single 
point of failure. The communication channel between the 
controllers and switches has the limited bandwidth but should 

move control packets in a reliable and efficient manner, 
making it the major target of cyber attacks [8]. 

Figure 1. The architecture of software-defined networks

Regarding the vulnerabilities in the infrastructure 
layer and the communication channel between the control 
and infrastructure layers, the limited bandwidth of the 
communication channel may be congested when in-bind 
control plane is enabled. Although the bandwidth problem 
can be significantly mitigated by using the out-of-bind 
control plane, additional money must be invested to build the 
dedicated control infrastructure to move the control traffic 
[5]. 

The second vulnerability is the limited computing and 
storage resources of SDN switches. The local control Central 
Processing Unit (CPU) in an SDN switch is weak, so the 
communication channel between the local control CPU and 
the Application Specific Integrated Circuit (ASIC) in a switch 
is shallow and can be easily congested by malicious flow 
packets [7]. More importantly, SDN switches incorporate 
TCAM to store flow entries and enable efficient and fine-
grained flow matching. Since the size of TCAM is limited 
due to its cost, footprint, and power consumption, while the 
number of forwarding entries required by an SDN switch is 
much larger than that required by a traditional switch, and 
each SDN flow entry typically consumes much more memory 
than the forwarding rules in the traditional networks, the flow 
table in SDN switches typically suffers from space shortage 
and can be easily overflowed by normal burst flows or attack 
flows [7]. 

Current research has made great efforts to study 
the mechanisms attacking SDNs, and many literatures 
have studied the attack models, detection and mitigation 
mechanisms for the control plane [8-9]. For instance, the 
weakness of the application and control layers, the various 
attack mechanisms, such as faking or spoofing traffic flow, 
deploying untrusted applications, overloading the controllers 
[10]. However, the strudy of security vulnerabilities in the 
infrastructure layer is still in its infancy [11-12]. 

This paper focuses on data plane security issues. In 
particular, it reviews the state of the art in flow table overflow 
attacks. It first categorizes the typical flow table overflow 
attacks into saturation, low-rate table exhaustion, and slow 
saturation attacks, and then summarizes the attack models 

and proposals for each attack type. It introduces the state of 
the art of mechanisms to detect and mitigate such attacks. 

Although some researchers have made comprehensive 
suverys on saturation attacks on SDNs [13] and the LDoS 
attacks on switches [14-15], to the best of our knowledge, 
this work is the first effort on reviewing the typical attack 
models, detections, and mitigations for the space shortage of 
flow tables. The major contributions of this paper are three 
folds.

1. The typical attacks overflowing flow tables are re-
viewed. 

2. The state of the art of mechanisms in detecting and 
mitigating flow table overflow attacks is summarized.

3. The major challenges and open issues in the area of 
secure flow tables are presented.

The rest of this paper is organized as follows. While 
the related surveys are summarized in Section 2, the major 
vulnerabilities in the SDN data plane are introduced in 
Section 3. Section 4 surveys the flow table overflow attacks, 
and Sections 5 and 6 summarize the state of the art in 
detection and mitigation of attacks, respectively. Section 7 
proposes the challenges and open issues related to the attacks 
followed by the conclusion in Section 8. 

2  Related Surveys

SDN security has been a hot research area since the 
introduction of SDN architecure, various security drawbacks 
and challenges in the architecture have been identified 
and studied [6, 10], and the potential solutions have been 
discussed and surveyed [16]. As listed in Table 1, the security 
issues in different networking scenarios such as SDN-based 
vanet [17], SDN-based IoT [18], and wireless networks [19] 
have been reviewed. While the cyber attacks for SDNs have 
been extensively studied [6], the security of SDN control 
plane and data plane have been discussed by [9] and [11], 
respectively. Although the traditional saturation attacks and 
low-rate table exhaustion attacks have been comprehensively 
surveyed by [13] and [14], respectively, this paper targets the 
security issues in the space shortage of SDN flow tables. 
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3  Volnerabilities in SDN Data Plane

The SDN architecure is designed to simplify the control 
and management of large-scale networks. As shown in 
Figure 1, the architecture typically consists of 3 layers: 
the infrastructure layer supporting the data plane operation, 
the control layer consisting of controllers, and the application 
layer containing various network applications. Two interfaces 
between the layers are also provided: the northbound 
API and the southbound interface. The former is exposed to 
SDN application developers to hide the network complexity, 
and the latter, such as the OpenFlow protocol, abstracts the 
entire network for network programming [5]. 

The forwarding rules in SDNs are called flow entries. 
They are stored in the flow tables of SDN switches. Each 
flow entry consists of 5 main parts: 1) the matching rule that 
specifies a flow by matching the combination of selected 
header fields from layer 2 to layer 4; 2)  the actions that the 
matched flows should take; 3) the counters that collect the 
statistics of the matched flows; 4) the timeouts that define 
the lifetime of the entry in the flow table; and 5) the cookies 

that allow interaction between the switch and its controller. 
TCAM is used to store flow tables to support wildcard 
matching, providing fast, flexible, and fine-grained flow 
management.

3.1 Vulnerabilities in Application and Control layers
The logically centralized controller in the control plane is 

one of the major vulnerabilities of SDNs. The compromised 
controller can program the network and manipulate the 
resources by inserting fake flow rules or leaking the key 
network parameters.

The authorization attacks can lead to the cyber attacks on 
the controller and applications. Current SDNs do not have a 
strong mechanism for the authorization and authentication. 
The accountability usually relies on the third party to 
consider the consumption of network resources.

The separation of the control and application layers and 
the interface between the layers exploit the vulnerability 
of congestion. As listed in Table 2, the applications, the 
northbound API, and the controllers become targets for 
various cyber attacks such as saturation and Man-in-the-
Middle (MiM) attacks due to the limited capabilities.  

Table 1. The summary of related surveys
Reference Year published Purposes
[6] 2015 SDN security drawbacks, challenges, and cyber attacks
[9] 2019 Cyber attacks for the SDN control plane
[10] 2020 SDN security drawbac and challenges
[11] 2017 Cyber attacks for the SDN data plane
[13] 2015 Traditional saturation attacks
[14] 2022 Traditional low-rate exhaustion attacks
[16] 2020 Solutions for SDN securty concerns
[17] 2020 Security issues in SDN-based Vanet
[18] 2018 Security issues in SDN-based IoT
[19] 2019 Security issues in wireless networks
This survey SDN table overflow attacks including saturaton, low-rate exaustion, and slow saturation.

Table 2. Volnerabilities in SDNs
Reference Category Features
[20] Southbound 

interface
lack of certificates in the handshake phase of the authentication process can lead 
to MiM attacks on the communication channel between controllers and switches

[21] Southbound 
interface

lack of TLS configuration can lead to gain the access to the forwarding information 
and rules

[20, 22-23] Southbound
interface

Extending current southbound interface protocols or developing new protocols 
to mitigate the security issues in southbound interfaces.

[7] Southbound 
interface

Resource shortage in flow table space, the local Management CPU, and the 
communication channel bandwidth between control and data planes and the 
bandwidth between the management CPU and the ASIC inside switches

[6] Control 
plane

Centralized controller is the network single point of failure, compromized controller 
can leak network parameters. Controllers and applications suffer from cyber attacks

[14] Data plane Flow table setup procedure and the resource shortage in switches
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3.2 Vulnerabilities in Communication Channel between 
Control and Infrastructure Layers
The southbound interface such as the OpenFlow 

protocol has no technical security issues. Optionally, secure 
communication links can be established between switches 
and their controllers using secure protocols such as Transport 
Layer Security (TLS). However, the lack of certificates in 
the handshake phase of the authentication process can lead 
to MiM attacks on the communication channel between 
controllers and switches [20]. Also, the attacker can take 
advantage of the lack of TLS configuration to gain the access 
to the forwarding information and rules [21]. In this sense, 
to mitigate the MiM attacks in the southbound interface, the 
extensions to the TLS protocol [20] or new protocols [22-23] 
can be involved to mitigate such security issues.

The communication channel between controllers and 
switches has finite bandwidth and computational capacity, 
which limits the rate at which flows can be set up. The best 
implementations we know of in the current literature can only 
set up a few hundred flows per second, which is insufficient 
for flow setup in a high-performance network. Inside an SDN 
switch, as shown in Figure 1, the local management CPU and 
the communication channel between the local CPU and the 
ASIC allow a slow path for flow forwarding, while the path 
inside ASIC is very fast, exposing the entire communication 
channel and controllers to saturation attacks [7].

3.3 Vulnerabilities in Infrastructure Layer
Because SDNs need to enable wildcard flow matching, 

flow entries are stored in the TCAM. Since TCAM is 
expensive and power hungry, an SDN switch has a limited 
TCAM resource and  supports a very limited number of 
flow entries. However, the number of flow entries required 
by SDNs is much larger than that required by traditional 
networks due to the support of fine-grained network 
forwarding and management, in addition, each SDN flow 
entry costs more bits, which leads to a huge flow table space 
shortage and exposes flow tables to the overflow attacks in 
practice.

4  Flow Table Overflow Attacks

4.1 Attack Models
To enable fine-grained and flexible network management, 

SDNs have a flow setup procedure that allows controllers 
to reactively set up flow entries for the new flows in the 
network. In this procedure, each new flow in the network 
must trigger the controller to create the appropriate flow 
entry. If the flow table runs out of space, the matched flow 
entries newly created by the controller won’t have room to fit, 
and the corresponding flow packets will have to be dropped, 
causing a significant packet loss, increasing the network 
forwarding delay, and degrading the network QoS and SLA. 

Assume that flow entries are generated and installed 
reactively by controllers. Suppose an attacker controls some 
of the hosts that connected to the target switch. The attacker 
can use saturation, low-rate table exhaustion, and slow 
saturation attacks without any prior network configuration to 
overflow the flow table of the targe switch.

4.1.1 Saturation Attacks 
A saturation attack simply floods the flow table of the 

target switch by rapidly sending a large number of packets in 
a very short period of time without knowing and inferring any 
network settings, as shown in Figure 2(a). Saturation attacks 
are also called Denial-of-Service (DoS) attacks because they 
deny the normal network services [24]. Saturation attacks 
significantly increase the network packet rate, which is the 
most important network metric in the detection mechanisms. 
Saturation attacks can target controllers, switches, and the 
communication channel between controllers and switches. 
This paper discusses the saturation attacks that overflow the 
flow tables of switches.
4.1.2 Low-rate Table Exhaustion Attacks 

A low-rate table exhaustion attack must first infer the 
flow entry timeout using the existing SDN timeout probing 
approaches, and then craft its packets accordingly using the 
gathered information to convertly overflow the flow table of 
the target switches.

Figure 2. Flow table overflow attack models

Low-rate table exhaustion attacks typically consist of 
two phases: 1) the probe phase and 2) the launch phase. 
The former allows the attacker to use the existing time 
probing approachers to infer and identify the target network 
settings, such as the flow entry timeout (To) and the flow 
table capacity of the target switch (Nr). With To and Nr, the 
attacker is able to set the attack packet generation rate (Nps) 
and attack packet retransmission rate (Npr) so that they not 
only have minimal impact on the overall packet rate of the 
network, but also continuously install flow entries for the 
attack flows in the target flow table to keep the flow table 
full. After setting the parameters for the attack, the attacker 
executes the attack by crafting and sending the packets 
accordingly [15, 26].

In a low-rate table exhaustion attack, the controller and 
the switch operate normally, but they are forced to serve 
only the flow entries installed before the attack and the flow 
entries installed by the attacker, thus denying the service to 
new legitimate flow packets. The attack flows can mimic the 
normal short flows or IoT data flows in the networks, and 
their packet rate is too low to trigger traditional saturation 
detection approaches. Therefore, low-rate table exhaustion 
attacks are also called Low-rate DoS (LDoS) attacks to 

Table 3. Flow table attacks, detections, and mitigtions
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distinguish them from DoS in their packet rates [14].
4.1.3 Slow Saturation Attacks 

Slow saturation attacks are performed by combining 
a low-rate table exhaustion attack and a low packet rate 
saturation attack [15]. Slow saturation attacks inject attack 
flows into the network at a much lower packet rate than 
that the saturation attacks, but can disrupt the target switch 
by dropping the flow entries of incoming legitimate flows, 
resulting in the denial of service to those flows [27].

A slow saturation attack also consists of two phases: the 
probing phase and the launching phase. In the probing phase, 
the attacker must discover the flow entry timeout using the 
existing tools and techniques. The launch phase typically 
involves the following steps: 1) controlling a sufficient 
number of bots, which is typically greater than the half rule 
capacity of the target switch (Nr/2), 2) each bot sends an 
attack packet to the target switch without using spoofed IP 
addresses. Whenever the switch receives the first packet of 
a new flow, two new flow entries for the incoming and the 
outgoing flows, are eventually installed, 3) the attack packet 
generation rate (Nps) is controlled so that an attacker can 
overflow the target switch’s flow table quickly enough while 
keeping the rate at which new flow entries are installed not 
too high, 4) each bot keeps re-sending attack packets to the 
target switch within its flow entry idle timeout (To) at the 
packet rate of Npr. After the flow table of the target switch 
is full of bot entries and the removed flow entries are always 
installed by the new bot entries, the target flow table will 
remain full, 5) Finally, by coordinating the Nps, Npr, and To, 
the attacker can keep the flow table of the target switch in the 
full state indefinitely and deny service to the legitimate flow 
packets [26].
4.1.4 Summary

Saturation attacks use a high traffic rate to flood the 
flow table of the target switch without knowing the network 
settings. Low-rate table exhaustion attacks and slow 
saturation attacks flood the target switch’s flow table with a 
low traffic rate by coordinating attack flows with the network 
settings. While low-rate table exhaustion attacks keep the 
attack traffic rate below 0.2 times the normal traffic rate, slow 
saturation attacks slowly increase the attack traffic rate to 
survive saturation detection mechanisms.

4.2 Flow Table Overflow Attack Proposals
4.2.1 Sniffing Network Settings

Network settings must be discovered in the low-rate table 
exhaustion attacks and the slow saturation attacks. Attackers 
must sniff SDN settings using existing SDN timeout probing 
approaches.  

• Hearder fields scan. SDN SCANNER [28] scans 
header fields to determine which header fields 
are used to match flow entries. Particulary, SDN 
SCANNER sents two (or more) specially crafted 
packets to a target network and first records the 
response time of each packet. Let T1 be the response 
time for the first packet and T2 be the time for the 
second packet. SDN scanner repeated this process by 
changing one field of the packet header. Finally, SDN 
scanner collected T1 and T2 for each different header 
field. References [29-30], and [31] also proposed 

the similar methods that used the information 
from the Round Trip Time (RTT) and packet-pair 
dispersion of the exchanged packets and  launched 
fingerprint attacks on SDN networks to succeed with 
overwhelming probability. 

• Timeouts inference. T-test [32] is a statistical test 
tool to infer the imeouts of flow entry. After the 
samples of T1 and T2 are collected by the SDN 
scanner, t-test  can involve to tell whether two sample 
sets are significantly different from each other or not 
with a high confidence via the time difference of T2-
T1. 

• Flow table capacity and usage discovery . 
Reference [30] introduced a model for inferring 
the flow table capacity and usage. As similar as the 
SDN SCANNER, it first discovered the header fields 
for flow entry matching, then probed packets in the 
network to infer the state of flow table and flow 
entry. Third, the inferred states were used as control 
signals to compute the flow table capacity and 
usage. Reference [31] proposed a method to predict 
the flow table size. Firstly, it constructed the attack 
to occupy n flow rules, and then inferred whether 
the flow tables are full by sending some packets to 
measure the RTT differences. The flow table is full if 
the measured RTTs of these packets are significantly 
deviated. Otherwise, another round of probing should 
be initiated to occupy another n flow rules. 

4.2.2 Attack Flows
Saturation attacks do not actually construct flows but 

must send the attack packets at a high enough rate to flood 
the flow table, although the saturation attacks that overload 
the communication channel between controllers and switches 
may need craft attack flows [24]. Saturation attack packets 
often have no real payload with a real or faked IP address to 
conserve attackers’ resources [24]. 

Low-rate flow table exhaustion attacks must craft flows 
according to the sniffed network settings. The attack flows 
must ensure that each attack packet can effectively trigger 
a unique flow entry installation in flow tables. Since the 
match fields have been sniffed along with the wildcard in 
the probing phase, the header fields of each attack packet 
can be easily modified, and the minimum number of packets 
to overflow flow tables of a switch can be achieved. Attack 
packets can maintain the minimum size as they do not need 
to include any payload [31].

Two types of flows are typically used, the long attack 
flows  and the short attack flows, as shown in Figure 3(a) and 
Figure 3(b). The packet inter-arrival time of such attack flows 
should be slightly shorter than the flow entry timeout. The 
idea behind this is to ensure that each long flow continuously 
occupies the space of a flow entry, or to ensure that the space 
of a timed out flow entry can be occupied by the entry of a 
short attack flow [33]. 

Slow saturation attacks must ensure that the attack packet 
rate is increased slowly to avoid triggering the saturation 
detection mechanisms. Therefore, the slow saturation attack 
packets should take the flow entry timeout as the period and 
slowly increase the number of attack packets in each period, 
as shown in Figure 3(c). The idea behind this is to preserve 
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the flow entry space taken in the previous periods, while 
slowly consuming more flow table space.

Figure 3.  Attack flows

4.2.3 Attack Proposals
Saturation attacks are the typical attacks to overload 

SDN resources such as controllers, control channel, and 
switches. As listed in Table 3, while reference [34] studied 
the saturation attacks for controllers, reference [24] simulated 
the saturation attacks for controllers and control channel. 
Although reference [25] proposed the saturation attacks 
targeting both the control channel and the SDN flow table, 
references [35-36], and [37] proposed the brute-force and 
high-rate saturation attacks on SDN flow tables. Reference 
[38] also introduced an advanced saturation attack targeting 
flow tables consisting of flow entries with dynamic timeouts. 

All of these attacks generated a large number of crafted or 
random packets per second. Saturation attacks signficantly 
increase network packet rate.

Low-rate flow table exhaustion attacks overflow the 
flow table of the target switch in two phases. Although 
reference [28] proposed SDN SCANNER to fingerprint the 
network settings in the probing phase, it did not provided 
details to launch the attacks. Reference [29] investigated 
the ability of a fingerpring attack to identify the interaction 
between the controller and the switches triggered by an 
attack packet. The experimental settings such as the testbed, 
networking topology, and traffic load are provided, and 
some network metrics such as packet-parity dispersion and 
RTT are evaluated. Reference [30] developed the FIFO and 
LRU inference algorithms to predict the flow table size and 
usage based on the measured RTT data. Unlike the attacks 
described above, which typically focus on discovering 
the network settings, LOFT proposed by reference [31] 
introduced the complete process of a low-rate flow table 
exhaustion attack. LOFT could accurately sniff the network 
settings of flow entries using only a small number of probing 
packets. By measuring the RTTs of the probing packets, an 
attacker can accurately infer the flow entry settings such 
as the match fields and the wildcards that indicate which 
packets will trigger the installation of new flow entries, and 
the timeouts that define the lifetime of the entries in the flow 
table. In the attack phase, LOFT generates low-rate attack 
traffic to overflow flow tables according to the inferred flow 
entry settings. It constructs different attack packets using 
some specific match fields so that each such packet can 
trigger a new flow rule installation. Meanwhile, based on the 
timeout configurations, it can calculate the minimum packet 
rate to keep the flow tables overflowed over time.

Table 3. Flow table attacks, detections, and mitigtions
Reference Category Features
[24, 34]

Attacks

Saturation

Saturation attacks for controllers
[25, 35-38] Saturation attacks for data plane
[24-25] Saturation attacks for control channel
[28-30] Low-rate table

exhaustion
Fingerprint network setting

[31] Complete attack process
[15] Slow

saturation
An attack consisting of a countinuous slow saturation attack and a 
burst slow saturation attack

[43-47]

Detections

Saturation Use machine learning approaches to detection saturaton attacks
[33]

Low-rate table 
exhaustion

Strategies of table overflow prediction and flow entry deletion
[48] Use the number of proactive flow entries to filter malicious flows
[49] Use the features of flow entries and factorization machine to detect
[50] Use of traffic features and machine learning approaches to detect
[42]

Mitigations

Limit the flow entry setup speed
[51] Redirect flow entries to other switches
[52] Sharing flow table space among switches
[26] Randomly delete flow entries
[15] Moving target defense
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Slow saturation attacks are the combination of 
saturation attacks and low-rate flow table exhaustion 
attacks. Reference [15] introduced a slow saturation attack 
consisting of a countinuous slow saturation attack and a burst 
slow saturation attack. In the continuous slow saturation 
attack, both the low-rate flow table exhaustion attack and 
the saturation attack were performed simultaneously; in 
the burst slow saturation attack, the low rate flow table 
exhaustion attack was performed during the whole duration 
of the attack, but the saturation attack alternated between 
two bursts in which both the low-rate flow table exhaustion 
and the saturation traffics were sent; and sleeping periods 
in which the attack sent only low-rate flow table exhaustion 
attack traffic. The experiments showed that the attacker has a 
number of options when performing a slow saturation attack, 
such as selecting the type of saturation attack (continuous or 
burst), the intensity, and the intervals between bursts. Many 
currently proposed LDoS flow table overflow attacks should 
be categorized  as low-rate flow table exhaustion attacks 
rather than slow saturation attacks.

5  Table Overflow Attack Detection

5.1 Saturation Attack Detection
Existing approaches to flow table overflow often consider 

saturation attacks. They typically assume that the attack 
packets are sent at a very high rate combining IP spoofing 
and flooding techniques. The main approaches to avoid these 
attacks are. 

1) Optimizing flow entry timeouts to remove obsolete 
entries [28, 39];

2) Monitoring unpaired flow entries to detect IP spoof-
ing [15, 40]; 

3) Monitoring the installation rate of flow entry [36]. 
When the rate of new entries is high, the countermea-
sures are triggered.

4) Monitoring the CPU and memory of SDN control-
lers and the buffer of switches [41]. When they start 
to consume too more computational resources, the 
network may be under saturation attacks as they deal 
with the increased traffic [15]. The growth of foreign 
flow consumption, the deviation of amount, and the 
commonness of flow entry can indicate the saturation 
attacks as such attacks sent a large number of flows 
in a short time [42]. 

5) Use of machine learning and statistical analysis tech-
niques. Reference [43] proposed the use of neural 
networks, entropy, and more sophisticated traffic 
analysis methods to help the controller to determine 
whether the network was under saturation attack or 
not. Reference [44] proposed three supervised clas-
sifiers and four semi-supervised classifiers for five 
types of saturation attacks (TCP-SYN, UDP, ICMP, 
IP-Spoofing, and TCP-SARFU) and their combina-
tions, although not all of these attacks were used to 
overflow flow tables. Other machine learning based 
approaches to saturation attack detection are dis-
cussed in references [45-46], and [47].

5.2 Low-rate Table Exhaustion Attack Detection
Because low-rate table exhaustion attacks can set a low 

rate of flow entry creation, the defenses against saturation 
attacks are not effective in detecting low-rate table exhaustion 
attacks. Cao et al. [31] gave two simple methods to prevent 
the network configuration sniffing, but no effective scheme 
for low-rate table exhaustion detection and mitigation. Xie 
et al. [33] proposed the SAIA by introducing the strategies 
of table overflow prediction and flow entry deletion. Kong 
et al. [48] proposed to use the number of proactive flow 
rules in the flow table as a detection metric, and applied a 
statistical approach to help filter malicious flows, because 
proactive flows from the attacked port always occupy a stable 
proportion in the flow table regardless of the attack form. 
Therefore, Kong’s approach could be used to detect any 
types of flow table overflow attacks. Wu et al. [49] extracted 
several features from the flow rules, and proposed a LDoS 
attack detection method based on factorization machine over 
such features. The experiments show that the method could 
effectively detect the LDoS attack with an accuracy reaching 
95.80%. Reference [50] extracted the essential traffic features 
such as the distribution of packet interval, the number of 
packets, the duration of the flow and the relative distribution 
of match bytes, and proposed SVM, C4.5 and Naïve Bayes 
based models to detect the LDoS attacks. The approaches 
proposed in references [49] and [50] could detect many types 
of low-rate DoS attacks including the low-rate flow table 
overflow exhaustion attacks.

5.3 Slow Saturation Attack Detection
Current research has not proposed detection approaches 

specifically for slow saturation attacks. However, since the 
slow saturation attacks are the combination of saturation 
attacks and low-rate table exhaustion attacks, the detection 
approaches for the slow saturation attacks should consider 
the characteristics of the saturation and the low-rate table 
exhaustion attacks.

5.4 Summary
Detecting flow table overflow attacks often rely on the 

features of traffic, flow entries, and switches to model attacks 
based on machine learning algorithms. Saturation attacks is 
easy to detect due to its high traffic rate, but low-rate table 
exhaustion and slow saturation attacks are not because of 
their low traffic rate.

6  Table Overflow Attack Mitigation

Mitigation mechanisms are often used to reduce the 
overhead of the flow table after the attacks are detected. The 
mitigation mechanisms reduce the overflow of the flow table 
regardless of the type of table overflow attacks.

• Reference [42] limited the speed of installing flow 
entries from the controller using token bucket, so as 
to avoid exhausting the flow table space by saturation 
attacks.

• Reference [51] remodeled the flow table to maximize 
the use of the table, and proposed redirection 
mechanisms to detour packets to other switches  
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to balance the size of the flow table. Similarly, 
reference [52] allowed switches to share their unused 
TCAM memory space with other switches, so that 
the attacked switches could redirect their flows to 
other peer switches according to parameters such as 
TCAM usage, proximity to the attacked switch, how 
busy a switch is, and how a switch is connected to 
other switches. 

• Reference [26] randomly selected rules to be dropped 
when the system is overloaded to mitigate the low-
rate table exhaustion attack.

• Moving Target Defense (MTD) are proactive 
defences that randomly change network settings, 
parameters, or topology. They dynamically change 
the attack surface and impose advantages on 
mitigating the slow saturation attack [15].  Reference 
[53] reviewed the general MTD approaches. 
In SDNs, MTD approaches could randomize 
the timeout values for some flow rules [54-55], 
dynamically change the IP and MAC addresses 
of controllers [56], and maintain a pool of healthy 
controllers to be replaced with faulty ones [57], to 
increase the difficulty of probing network settings 
and thus launching flow table overflow attacks. MTD 
approaches can defend against all types of flow table 
overflow attacks.

7  Challenges and Open Issues

Although SDN plays an important role in enabling 
network management flexibility and application innovation, 
SDN is still in its early adoption stage and security is one of 
the major concerns to make the transition to SDN. Regarding 
the security issues in the SDN infrastructure layer and the 
southbound interface, the challenges and open issues include

• Mutual authentication mechanisms. Authentication 
mechanism leads to trust management and secure 
identification among the SDN entities such as 
controllers, switches, and the southbound interface. 
Secure communication protocols along with the role-
based access control and auditing must be done to 
look for unauthorized access to the controllers [58-
59]. 

• Application development. Today’s networking 
applications are typically developed and deployed 
by independent third parties. Because networking 
applications typically reside at the application 
layer and affect switches through controllers and 
the northbound API, these applications must be 
authenticated and authorized to prevent them from 
becoming flow table overflow attackers [60-61]. 

• Flow table optimization. Since timeout values are 
often set for flow entries when entries are generated, 
the timeout values of flow entries should be asserted 
in the flow tables. Besides, an encryption strategy can 
be included to prevent data leakage among switches 
[62-64]. 

• Attack-tolerant networks. Considering that SDN 
has security concerns in controllers, switches, and 

southbound/northbound APIs, fault-tolerant SDNs 
aim to operate correctly or provide service that meet 
the requirements of SLAs when systems are under 
attack. Although some efforts have been made in 
traditional networks, how to use the features of SDNs 
to design and deploy attack-tolerant systems is still 
an open issue in current research [65-66].

8  Conclusions

This paper provides an overview of the flow table 
overflow attacks in SDNs. It summarizes the major 
vulnerabilities in SDN control and data planes and the 
communication channel between the planes. It points out 
the flow setup procedure and the limited space of TCAM 
are the root causing the attacks. It categorizes the attacks 
into the saturation, the low-rate table exhaustion, and the 
slow saturation attacks, and further reviews the typical 
attack models, proposals, detections, and mitigations. It also 
provides challenges and open issues in this research area.
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