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Abstract

Bat algorithm has good global search ability, but it has 
some problems, such as slow convergence speed in local 
search stage, low convergence accuracy, easy to fall into 
local optimization and can not escape. In view of the above 
defects, inspired by Harris Hawks’s strategy of catching 
rabbits, this paper introduces the surrounding mechanism 
of prey, which can quickly approach the food and judge its 
quality, so as to achieve the purpose of rapid convergence and 
improve the convergence accuracy. The experiment shows 
that the improved algorithm of the fast diving strategy is 
tested by using the test function, and compared with the basic 
bat algorithm, backtracking bat algorithm and HABC. The 
improved bat algorithm of the fast diving strategy has better 
optimization accuracy, faster convergence speed, simple 
algorithm and higher success rate.

Keywords: Bat algorithm, Fast diving strategy, Encirclement 
mechanism, Escape, CEC06-2019

1  Introduction

With the development of science and technology, the 
improvement of computer computing ability has brought 
new opportunities to the development of intelligent bionic 
algorithms. Many complex multi-mode functions and other 
optimization problems become easier. In recent years, 
intelligent bionic algorithm has achieved very good results in 
solving the problem of optimization strategy. Many scholars 
are also constantly studying intelligent bionic algorithms, 
such as Ant Colony Algorithm [1], Fish Swarm Algorithm 
[2], Bee Colony Algorithm [3], Particle Swarm Optimization 
Algorithm [4], Wolf Swarm Algorithm [5], Cuckoo Algorithm 
[6], Harris Hawks Algorithm [7], etc. It also includes the 
bat algorithm proposed by Professor Yang in 2010 based 
on the ultrasonic obstacle avoidance and predator-prey 
characteristics of bats [8]. Over the years, many scholars 
have also conducted a series of research on bat algorithm, 
which has been applied to multi-objective optimization 
problems [9], industrial inspection problems [10], constraint 
optimization problems [11], path optimization problems [12] 
and image processing [13], and achieved good results.

Bat algorithm is simple and has few parameters, but 
it is easy to fall into local optimization. At the same time, 
the convergence speed and accuracy need to be improved. 

Therefore, since the bat algorithm was proposed, there have 
been many improved methods in academic circles, which 
have achieved good results and solved many practical 
problems.

Similarly, the hunting behavior of Harris hawks is similar 
to that of bats, and both need to find prey and keep close 
to the prey. However, the hunting strategy of Harris hawks 
for prey is much more advanced than that of bats, and the 
consideration of prey energy is added. Therefore, inspired 
by Harris Hawks Algorithm, the update mode of ultrasonic 
frequency and loudness in bat algorithm is adjusted, and 
the fast diving mechanism is introduced. When the prey 
energy is large, it means that the current solution value 
is large and the search range is enlarged; When the prey 
energy is small, it means that the current solution value is 
small and the search range is narrow. This improvement 
can improve the convergence effect of local search and the 
overall convergence speed and accuracy of the Bat algorithm. 
Compared with other algorithms, it shows good performance.

This paper is divided into the following parts: the first 
part is the background introduction and article arrangement; 
The second part is literature review; In the third part, a bat 
algorithm with fast diving strategy (FDBAT) is proposed; 
The fourth part is a comparative experiment; The fifth part is 
the summary and outlook.

2  Literature Review of Bat Algorithm

In recent years, bat algorithm has attracted the attention 
of many scholars. It has been successfully applied to various 
fields by improving many schemes. Lijue Liu [14] et al. 
proposed a discrete bat algorithm, the Floyd–Warshall 
algorithm is first used to transform an incomplete connected 
graph into a complete graph whose vertex set consists of 
a start point and necessary points (use Floyd – warhall 
algorithm to construct complete graph). At the same time, 
the neighborhood operator is used to improve the premature 
phenomenon of bat algorithm, and it has achieved good 
application in the shortest path planning problem. Xiaofeng 
Yue [15] et al. proposed a hybrid bat algorithm combining 
genetic crossover operation and intelligent inertia weight, 
which enhanced the local search ability of the algorithm 
and achieved good results in multi-level threshold image 
segmentation. Minrong Chen [16] et al. proposed an 
improved bat algorithm with extremum optimization to 
improve the local search ability. In addition, the Boltzmann 
selection and monitoring mechanism can well balance the 
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exploration ability and development ability. Yassine Saji [17] 
et al. added a neutral crossover operator to the bat algorithm, 
which effectively improved the diversity and convergence 
of the algorithm, and used l’evy flight to avoid falling into 
local optimization. Helong Yu [18] et al. used a threshold 
to control the step of chaotic mapping, and used the speed 
inertia weight to synchronize the speed of the agent, which 
was successfully applied in the field of I-beam design, 
welding beam design and pressure vessel design. It can 
be seen from the above documents that Bat algorithm has 
simple structure, few parameters and low requirements for 
operating environment. However, it is easy to fall into local 
optimum, and the convergence speed and accuracy need to 
be improved. In recent years, there is still much room for 
improvement in Bat algorithm.

3  Overview of Bat Algorithm

3.1 Basic Bat Algorithm
With the rise of intelligent algorithms, people have 

found that many biological habits can be transformed into 
mathematical models, providing good methods and means to 
solve practical problems. In 2010, Professor Yang proposed a 
meta heuristic optimization algorithm based on the ultrasonic 
obstacle avoidance function of bats.

Bats fly in the air at a speed Vi and a position of Xi. During 
the flight, ultrasonic waves of frequency fi, wavelength λ and 
loudness Ao will be sent out to search. Bats judge the distance 
between the target and themselves based on the returned data. 
According to the different distance, the pulse wavelength and 
frequency of the emitted ultrasonic wave are adjusted, and 
the frequency of the transmitting pulse is gradually adjusted 
in the process of approaching the target γ∈ [0,1].

The mathematical model is as follows:    
      

min max min( ) .if f f f β= + −                             (1)

1 1
*( ) .t t t

i i i iV V X X f− −= + −                             (2)
   

1 .t t t
i i iX X V−= +                                     (3)

In the formula, the frequency fi range is [fmin, fmax], β is 
a random vectort between [0,1], X t

i and V t
i represents the 

position and velocity of the ith bat at time t, and X* represents 
the current bat’s most position, namely the current optimal 
solution.

In the process of local search, the update formula of 
position is:

   
( ) .t

new oldX i X Aε= +                                (4)

Where, ε is a random number between [0,1], At  representing 
the average loudness of all bats at that moment.

When the bat detects a target, the loudness of the firing 
puls A t

i decreases gradually, and then the firing rater r ti is 
increased.
     

1 .t t
i iA Aα+ =                                        (5)

      
1 0 (1 ).t t

i ir r e γ+ −= −                                   (6)

Where, α ∈ [0,1], γ > 0.

3.2 Bat Algorithm Based on Progressive Fast Diving 
Strategy
Harris Hawkes’ hunting strategy can analyze the actual 

effect of the prey and use different optimization functions to 
improve the convergence speed of the algorithm, which is 
mainly reflected in the gradual rapid dive stage. The specific 
implementation is as follows:

Firstly, the parameter escape energy E is introduced:

02 (1 ).tE E
T

= −                                   (7)

Where, E0 is the initial energy, and its value changes 
randomly within (-1,1), t is the current number of cycles, 
and T is the total number of cycles. When |E| ≥ 1 the food 
is not easy to be found, bats adopt traditional domain 
search; When |E| < 1 is used, food is easy to be found, the 
algorithm introduces the progressive fast diving strategy of 
Harris Hawks Algorithm to conduct a presearch before the 
traditional domain search, so as to speed up the convergence 
speed and improve the accuracy of the algorithm. Harris 
Hawk optimization algorithm determines which strategy to 
adopt through escape energy E and escape probability r.

(1) When |E| ≥ 0.5, r ≥ 0.5 is in the soft encirclement 
stage, the accurate position of food is not easy to be found by 
bats. At this time, bats will use two strategies to soft encircle 
more intelligently like Harris Hawks. 

Strategy 1:

* *( ) ( ( )).newY i X E JX X i= − −                         (8)

Where, J = 2(1−r) is a random number of (-2, 0). 
When strategy 1 is invalid, execute strategy 2. 
Strategy 2:

( ) ( ) ( ).Z i Y i S LF x= + ×                              (9)

Where, S is a random number and LF is an Levy flight 
function.

1( ) 0.01 .LF x
v ω

µ σ+
= ×                              (10)                    

1

(1 ) sin
2 .

1 12
2 2

ωπωω
σ

ω ωω

  Γ + ×     =
+ −    Γ × ×        

                   (11)
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Where, ω = 1.5, μ, v are random numbers evenly 
distributed between 0 and 1, and Γ is gamma functions. 
Therefore, the location update strategy of bats at this stage is 
implemented according to the following equation:

( )          ( ( )) ( ( ))
( ) ( )    ( ( )) ( ( )) .

( )                          

Y i if F Y i F X i
X i Z i else if F Z i F X i

X i otherwise

< 
 = < 
 
 

            (12)

Where, F(*) is fitness function.
(2) When |E| < 0.5, r < 0.5 is in the hard encirclement 

stage, the food does not have enough energy to cover itself, 
but it may not be found by the bat. Therefore, the bat will 
narrow the distance from the food, form a hard encirclement, 
and adopt two strategies for hunting.

Strategy 3:        

* *( ) ( ( )).mY i X E JX X i= − −                        (13)

Where, Xm(i) is the average position of the current 
population. 

When strategy 3 is invalid, strategy 4 is used. 
Strategy 4:
The bat’s position update strategy is implemented in this 

stage according to F9 and F12.

3.3 Based on the Strategy of Incremental Rapid Diving 
Bat Algorithm Process
Step1: Initialize the bat population, randomly distribute 

the initial positions of bats, set the maximum number of 
iterations, and set the initial bat speed, loudness, pulse 
frequency and emissivity.

Step 2: Randomly assign the initial position of bats, 
start the search, record the search results of each bat, find 
the current optimal solution, and store the current optimal 
solution.

Step 3: Start the iteration, update each bat, judge whether 
it is beyond the limit, replace with the critical value if it is 
yes, and proceed to the next step if not, update the energy E 
of the prey.

Step 4: If |E| < 1, further judge the values of E and r, 
otherwise return to Step2.

Step 5: If |E| ≥ 0.5, r ≥ 0.5, execute strategy 1. If the 
conditions are not met, execute strategy 3.

Step 6: Judge whether the current solution is better than 
the current optimal solution. If yes, update the bat position 
and the current optimal solution. Otherwise, update the bat 
position and the current optimal solution after executing 
strategy 2.

Step 7: Add 1 to the number of iterations and return to 
Step3 until the maximum number of iterations is reached.

Step 8: End the algorithm and outputs the optimal result.
The algorithm flowchart is shown in Figure 1.

4  Simulation Comparison and Analysis

In order to prove the bat algorithm with fast diving 
strategy, 23standard test functions [19] were selected for 
Matlab simulation. Matlab2016 was used to carry out 
simulation test under Windows7 system. The test functions 
are shown in Table 1 to Table 3. Table 1 is the single-peak 
test function (F1-F7) in the benchmark function, Table 2 is 
the multi-dimensional multi-peak test function (F8-F13), 
and Table 3 is the fixed-dimension multi-peak test function 
(F14-F23). 30 is the dimension of F1-F13, the dimension of 
F14, F16, F17, and F18 is 2, the dimension of F15, F21, F22, 
and F23 is 4, the dimension of F19 is 3, and the dimension 
of F20 is 6.The data are compared with the original bat 
algorithm and the improved RNABAT and COBAT, and also 
with the simulation results of the new intelligent optimization 
algorithm proposed in recent years, such as AOA [20], HHO 
[21], GWO [22], BOA [23], SOA [24], and WOA [25].

4.1 Comparison with Improved Bat Algorithm
FDBAT, RNABAT [26] and COBAT [27] are all 

improved methods aiming at different shortcomings of bat 
algorithm. In the simulation process, the same number of 
iterations (tmax=500) and population (N=100) are selected. 
To avoid contingency, the simulation results in Table 4 are 
repeated 30 times and recorded after averaging.

The convergence performance of FDBAT is better than 
that of BAT, RNABAT and COBAT. In the test results 
of unimodal and multidimensional multimodal tests, the 
optimization effect is more obvious, and the optimization 
effect in the fixed-dimensional multimodal test function is 
also better than other improved bat algorithms. Especially 
in the optimization process of F1, F2, F3, F4, F8, F9, F10, 
F11, F12, F16, F17, F18, FDBAT can quickly and accurately 
find the optimal solution of the function. Compared with 
other improved algorithms, the accuracy of optimization 
has been greatly improved. In many simulation tests, the 
improved bat algorithm can find the optimal solution of the 
test function, but the success rate of FDBAT is the highest. 
These algorithms have little difference in convergence speed 
and can quickly form convergence effect, but there are some 
differences in convergence accuracy.

4.2 Comparison with Other Intelligent Optimization 
Algorithms
The population was 100, the max iterations were 500, and 

30 experiments were independently repeated to record data. 
Due to limited space, only the first four convergence curve 
sand test data of the first two types of test function are given.

Figure 2 shows that the convergence speed of FDBAT 
algorithm is faster than other algorithms. Especially for F2 
and F3, the convergence speed of FDBAT algorithm in the 
later stage is significantly accelerated. However, in F4 and 
F9 functions, the convergence speed of FDBAT algorithm is 
slightly lower.
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Table 1. Unimodal benchmark functions

Functions Function name Range Fmin

dim
2

1
1

( ) i
i

F x x
=

= ∑ Sphere [-100.100] 0

dimdim

2
1 1

( ) i i
i i

F x x x
= =

= +∑ ∏ Schwefel 222 [-10,10] 0

2
dim

3
1 1

( )
i

j
i j

F x x
= =

 
=  

 
∑ ∑ Schwefel 1.2 [-100,100] 0

{ }4 ( ) max ,1 dimi iF x x i= ≤ ≤ Schwefel 2.21 [-100,100] 0

( ) ( )
dim 1

22
5 1

1
( ) 100 1i i i

i
F x x x x

−

+
=

 = − + − ∑ Rosenbrock [-30,30] 0

( )
dim 2

6
1

( ) 0.5i
i

F x x
=

= +∑ Step [-100,100] 0

dim
4

7
1

( ) random[0,1]i
i

F x ix
=

= +∑ Quartic [-1.28,1.28] 0

Table 2. Multidimensional and multimodal benchmark functions

Functions Function name Range Fmin

dim

8
1

( ) sin( | |)i
i

F x x xi
=

= −∑ Schwefel 2.26 [-500,500] -12569.5

( )
dim

2
9

1
( ) 10cos 2 10i i

i
F x x xπ

=

 = − + ∑ Rastrigin [-5.12,5.12] 0

( )

dim
2

10
1

dim

1

1( ) 20exp 0.2
dim

1exp cos 2 20
dim

i
i

i
i

F x d x

x eπ

=

=

 
= − − −  

 
  + + 
 

∑

∑
Ackley [-32,32] 0

dimdim
2

11
1 1

1( ) cos 1
4000

i
i

i i

x
F x x

i= =

 
= − + 

 
∑ ∏ Griewank [-600,600] 0

( ) ( ) ( )

( ) ( )

dim 1
22 2

12 1 1
1

dim
2

dim
1

( ) 10sin 1 1 10sin
dim

1 fun ,10,100,4

i i
i

i
i

F x y y y

y U x

π π π
−

+
=

=

 = + − + 

+ − +

∑

∑
Penalized1 [-50,50] 0

( ) ( ) ( )

( ) ( )

( )

dim
22 2

1 1
113

2 2
dim

dim

1

sin 3 1 1 sin 3
( ) 0.1

1 1 sin 2

fun ,5,100,4

1i i
i

dim

i
i

x x x
F x

x x

U x

π π

π

+
=

=

  + − + +  =  
  − +  

+

+

∑

∑

Penalized2 [-50,50] 0
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Table 3. Fixed-dimensional multimodal benchmark functions

Functions Function name Range Fmin

( )

1

14 62
1

25

1

1 1( )
500

i ij ij

F x
j x a

−

=
=

 
 = +
 + Σ − 

∑ Foxholes [-65.5360,
65.5360] 1

( ) 22
1 2

15 2
3 4

11

1
( ) k k

k
k kk

x b b x
F x a

b b x x=

 +
 = −

+ +  
∑ Kowalik [-5,5] 0.00030

2 4 6 2 4
16 1 1 1 1 2 2 2

1( ) 4 2.1 4 4
3

F x x x x x x x x= − + + − + Six Hump Camel Bcak [-5,5] -1.0316

2
2

17 2 1 1 12

5.1 5 1( ) 6 10 1 cos 10
84

F x x x x x
π ππ

   = − + − + − +   
   

Branin [-5,0  10,15] 0.398

( ) ( )
( ) ( )

2 2 2
18 1 2 1 1 2 1 2 2

2 2 2
1 2 1 1 2 1 2 2

( ) 1 1 19 14 3 14 6 3

[30 2 3 18 32 12 48 36 27

F x x x x x x x x x

x x x x x x x x

= + + + − + − + + × 
+ − × − + + − + 

GoldStein Price [-5,5] 3

( )
4 3

1 1

2

19 ( ) expi ij
i

j ij
j

F x cH aH x pH
= =

 
= − − − 

 
∑ ∑ Hartman3 [0,1] -3.86

( )
4 6 2

20
1 1

( ) expi ij j ij
i j

F x cH aH x pH
= =

 
= − − − 

 
∑ ∑ Hartman6 [0,1] -10.1532

( )( )
5 1

21
1

( ) T
i i i

i
F x x a x a c

−

=

 = − − − + ∑ Shekel5 [0,10] -10.1532

( )( )
7 1

22
1

( ) T
i i i

i
F x x a x a c

−

=

 = − − − + ∑ Shekel7 [0,10] -10.4028

( )( )
10 1

23
1

( ) T
i i i

i
F x x a x a c

−

=

 = − − − + ∑ Shekel10 [0,10] -10.5363

Table 4. Comparing the optimization accuracy of different algorithms

Function Algorithm Optimal 
solution

Theworst 
solution

Average 
solution

Standard 
variance

Mean 
algebra

Success 
rate%

F1

BAT 2.1023e+4 3.6691e+4 2.3652e+4 3.8861e+3 5 0

RNABAT 0.0000e+0 3.6581e+2 1.1126e+2 1.3117e+1 15 60

COBAT 0.0000e+0 1.3547e+4 3.8351e+3 1.7137e+2 10 80

FDBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 8 100

F2

BAT 1.7809e+4 6.45520e+6 3.5841e+4 2.6984e+2 7 0

RNABAT 3.0000e+0 3.1682e+0 3.0045e+0 0.1586e+0 15 0

COBAT 0.0000e+0 3.5894e-52 2.8815e-44 2.3584e-28 12 70

FDBAT 0.0000e+0 8.334e-123 2.8415e-82 1.5861e-12 5 90

F3

BAT 4.7850e+4 8.7073e+4 5.4217e+4 3.2541e+3 70 0

RNABAT 7.1189e+2 1.3251e+4 7.2514e+3 6.2541e+3 20 0

COBAT 0.0000e+0 5.2369e+4 1.5267e+1 2.5864e+2 5 70

FDBAT 0.0000e+0 1.7926e+4 1.3647e+0 1.2546e+1 10 80
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F4

BAT 6.5756e+1 7.1374e+1 6.8145e+1 3.6859e+0 9 0

RNABAT 2.0000e+0 3.0000e+0 2.4000e+0 1.3641e+0 60 0

COBAT 0.0000e+0 1.5321e+2 0.2513e+2 1.5198e+0 46 30

FDBAT 0.0000e+0 5.0190e+1 1.2501e+1 3.1211e+0 23 90

F5

BAT 7.2707e+7 8.1103e+7 7.6218e+7 5.2783e+7 6 0

RNABAT 3.1700e+2 7.5301e+2 4.8821e+2 3.6562e+1 28 0

COBAT 2.9012e+1 2.9835e+2 2.5893e+2 5.1238e+2 7 0

FDBAT 2.8739e-5 2.8802e-4 2.8783e-5 4.5801e-4 12 0

F6

BAT 2.9736e+4 3.2295e+4 3.0158e+4 1.2594e+2 50 0

RNABAT 1.3500e+1 1.5500e+1 1.3981e+1 3.6851e+1 21 0

COBAT 7.5000e+0 1.5632e+2 6.3252e+1 4.2140e+1 35 0

FDBAT 1.6385e+0 2.3939e+0 1.7852e+0 1.0210e+0 17 0

F7

RNABAT 3.6772e+1 1.1685e+2 6.2513e+1 5.2146e+1 8 0

BAT 3.7637e+1 4.9476e+1 3.9211e+1 4.1250e+0 12 0

COBAT 3.8668e-5 1.3322e-4 7.1251e-5 2.2145e-6 5 0

FDBAT 1.0112-5 4.4862e-5 2.8546e-5 3.5480e-3 16 0

F8

BAT -3.2148e+3 -2.2377e+3 -3.0289e+3 5.1981e+4 8 0

RNABAT -3.2079e+3 -2.7843e+3 -3.1584e+3 4.7512e+4 15 0

COBAT -2.5585e+3 -1.9700e+3 -2.3581e+3 1.2896e+4 10 0

FDBAT -1.2570e+4 -1.2502e+4 -1.2569e+4 0.2457e+0 26 80

F9

BAT 3.7155e+2 3.9206e+2 3.7952e+2 6.3511e+3 18 0

RNABAT 3.0000e+0 4.0000e+0 3.5150e+0 5.2681e+2 15 0

COBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 230 100

FDBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 21 100

F10

BAT 1.8945e+1 1.9395e+1 1.9022e+1 3.4112e+1 54 0

RNABAT 1.0066e+0 1.2257e+0 1.0620e+0 2.6851e+1 38 0

COBAT 8.8818e-16 8.8818e-16 8.8818e-16 0.0000e+0 236 0

FDBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 13 100

F11

BAT 2.7792e+2 3.0688e+2 2.8879e+2 3.5821e+0 27 0

RNABAT 0.9882e+0 0.9908e+0 0.9900e+0 8.1005e-2 11 0

COBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 210 100

FDBAT 0.0000e+0 0.0000e+0 0.0000e+0 0.0000e+0 12 100

F12

BAT 7.3373e+7 1.11008e+8 3.2589e+8 6.6355e+6 9 0

RNABAT 2.3038e+0 3.0565e+0 2.6320e+0 4.5255e+2 11 0

COBAT 0.0000e+0 1.669e+0 5.6980e-5 2.6950e-4 5 60

FDBAT 0.0000e+0 9.7154e-2 6.3352e-7 3.6533e-5 7 80

F13

BAT 6.1058e+7 1.3186e+8 7.2510e+7 1.5986e+5 14 0

RNABAT 7.0151e-1 9.3564e-1 7.9651e-1 2.5112e-5 5 0

COBAT 2.5894e+0 3.0000e+0 2.7312e+0 4.0281e-3 7 0

FDBAT 5.6244e-7 6.3909e-4 5.8872e-6 5.2287e-5 9 0
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F14

BAT 6.9113e+0 1.1731e+1 9.2253e+0 1.5212e+1 30 0

RNABAT 3.1998e+0 1.2670e+1 4.2480e+0 6.9302e+0 21 0

COBAT 1.2670e+0 1.3652e+1 1.2892e+0 2.5801e+0 17 0

FDBAT 9.9800e-1 1.0763e+1 1.0032e+0 6.2158e-1 11 0

F15

BAT 7.7682e-3 8.0793e-2 3.9325e-2 1.1975e-4 63 0

RNABAT 1.9140e-2 8.3763e-2 3.6960e-2 4.2198e-5 151 0

COBAT 2.4593e-2 1.4804e-1 6.8812e-2 1.0352e-1 201 0

FDBAT 3.6176e-4 1.8355e-3 3.2861e-4 2.6657e-2 89 0

F16

BAT -1.0209e+0 -8.9778e-1 -9.5091e-1 2.4514e+1 25 0

RNABAT -9.9983e-1 -1.2701e-4 -1.3386e+0 6.3571e+1 9 0

COBAT -1.0015e+0 0.0000e+0 -9.8551e-1 7.9834e-1 32 0

FDBAT -1.0316e+0 -1.0316e+0 -1.0316e+0 0.0000e+0 17 100

F17

BAT 3.9800e-1 3.4821e-1 3.6522e-1 6.2580e-3 5 20

RNABAT 3.9800e-1 3.5221e-1 3.7258e-1 5.2251e-1 33 50

COBAT 3.9800e-1 3.6214e-1 3.9632e-1 2.6651e-4 27 70

FDBAT 3.9800e-1 3.9800e-1 3.9800e-1 0.0000e+0 14 100

F18

BAT 1.0231e+1 3.4815e+1 1.3659e+1 2.5841e-1 58 0

RNABAT 1.1735e+1 1.1663e+2 1.6527e+1 4.3229e+0 18 0

COBAT 7.1527e+0 1.1149e+2 5.6843e+1 6.2943e-1 210 0

FDBAT 3.0000e+0 3.0006e+0 3.0002e+0 1.5644e+0 32 90

F19

BAT -3.8434e+0 -3.7563e+0 -3.7961e+0 2.9913e-1 18 0

RNABAT -3.7007e+0 -2.6261e+0 -3.1305e+0 5.3620e-3 51 0

COBAT -3.7627e+0 -2.7113e+0 -3.5622e+0 7.2105e+0 11 0

FDBAT -3.8599e+0 -3.8627e+0 -3.8625e+0 6.71133e-4 79 0

F20

BAT -3.7899e+0 -3.4559e+0 -3.6352e+0 2.5855e-4 5 0

RNABAT -3.0606e+0 -6.6219e-1 -3.9681e+0 6.5520e+0 18 0

COBAT -2.2746e+0 -8.3101e-1 -1.9863e+0 4.2507e-2 42 0

FDBAT -3.1897e+0 -3.1824e+0 -3.1855e+0 5.6250e-5 20 0

F21

BAT -2.4178e+0 -8.2102e-1 -1.3620e+0 5.6143e+1 36 0

RNABAT -1.6663e+0 -6.3959e-1 -8.6902e-1 6.5931e+0 11 0

COBAT -3.3111e+0 -3.8791e-1 -3.4672e+0 6.1185e-1 21 0

FDBAT -1.0089e+1 -5.0414e+0 -1.0035e+1 4.5005e-5 6 0

F22

BAT -2.4505e+0 -6.2733e-1 -2.1003e+0 3.6086e-3 22 0

RNABAT -1.8046e+0 -4.6181e-1 -1.3233e+0 1.9200e+0 9 0

COBAT -4.4140e+0 -1.9794e+0 -3.9603e+0 1.5966e-1 11 0

FDBAT -1.0259e+1 -5.0279e+0 -1.0039e+1 2.0284e-4 32 0

F23

BAT -3.7032e+0 -1.0620e+0 -3.2606e+0 9.9951e-2 5 0

RNABAT -5.1285e+0 -5.2159e-1 -4.8560e+0 9.6522e-1 11 0

COBAT -1.7575e+0 -8.4214e-1 -1.3855e+0 3.6572e+1 21 0

FDBAT -1.0331e+1 -5.1211e+0 -1.0116e+1 2.2865e-2 14 0
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Figure 2. Convergence curves of FDBAT and WOA, GWO, BOA, SOA algorithms
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Table 5. Optimization data of test function

Function Algorithm Average 
solution

Standard 
variance

Optimal
solution

Theworst 
solution

F1

FDBAT 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
WOA 4.1376e-73 9.9738e-73 7.3413e-82 3.1007e-72
GWO 8.1469e-28 9.2628e-28 3.2289e-29 2.9190e-27
BOA 1.2450e-11 1.2414e-12 1.0883e-11 1.4551e-11
SOA 7.5124e-12 9.5911e-12 3.6619e-15 3.0816e-11

F2

FDBAT 2.8415e-82 1.5861e-12 0.0000e+00 8.334e-123
WOA 1.3191e-52 3.2698e-52 5.3042e-56 1.0546e-51
GWO 1.4988e-16 1.1774e-16 3.7440e-17 3.7634e-16
BOA 4.5281e-09 1.5278e-09 1.5922e-09 5.7314e-09
SOA 2.1193e-08 2.1217e-08 2.5283e-09 6.3267e-08

F3

FDBAT 1.3647e+0 1.2546e+1 0.0000e+0 1.7926e+4
WOA 2.1193e-08 2.1217e-08 2.5283e-09 6.3267e-08
GWO 8.7996e-06 1.4506e-05 1.7517e-07 4.7553e-05
BOA 8.7996e-06 1.4506e-05 1.7517e-07 4.7553e-05
SOA 9.9182e-05 2.5499e-04 1.6446e-07 8.1534e-04

F4

FDBAT 1.2501e+1 3.1211e+0 0.0000e+00 5.0190e+01
WOA 5.5716e+01 2.4163 e+01 1.8495 e+01 8.8377 e+01
GWO 6.6159e-07 4.3484e-07 2.4970e-07 1.6898e-06
BOA 6.0622e-09 4.0783e-10 5.5496e-09 6.7156e-09
SOA 1.5000e-03 2.2000e-03 4.2154e-05 6.4000e-03

F8

FDBAT -1.2569e+04 0.2457e+00 -1.2570e+04 -1.2502e+04
WOA -9.4921e+03 1.4130e+03 -1.1944e+04 -7.6396e+03
GWO -6.2764e+03 9.3768e+02 -7.9681e+03 -4.9634e+03
BOA -3.0059e+03 572.1172 -3.8350e+03 -2.0165e +03
SOA -5.0974e+03 610.6941 -6.3931e+03 -4.4614e+03

F9

FDBAT 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
WOA 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
GWO 3.6162e+00 3.5242e+00 5.6843e-14 8.5607e+00
BOA 1.0232e-13 2.0195e-13 0.0000e+00 5.1159e-13
SOA 3.5442e+00 9.5244e+00 7.9581e-13 3.0250e+01

F10

FDBAT 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
4.7962e-15 2.6214e-15 8.8818e-16 4.7962e-15 7.9936e-15
GWO 1.0534e-13 9.6499e-15 8.9706e-14 1.1458e-13
BOA 5.6517e-09 2.0555e-10 5.4120e-09 6.0208e-09
SOA 1.9961e+01 9.8963e-04 1.9959e+01 1.9962e+01

F11

FDBAT 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
WOA 0.0000e+00 0.0000e+00 0.0000e+00 0.0000e+00
GWO 1.1500e-02 1.3900e-02 0.0000e+00 3.4500e-02
BOA 7.9893e-12 3.2356e-12 2.9752e-12 1.2178e-11
SOA 1.1600e-02 1.8600e-02 4.6448e-12 5.6000e-02

In the comparison with GWO, BOA, SOA and WOA 
algorithms, the FDBAT algorithm shows better optimization 
ability in Table 5. In F3 and F6, woa function finds a better 
optimal solution than FDBAT function. In F20 and F22, gwo 
shows better optimization ability, which is slightly different 
from the extreme value found by the FDBAT function, and is 
better with a weak advantage. Therefore, in this comparison 
process, the convergence accuracy and speed of the FDBAT 
algorithm are higher than other intelligent algorithms.

4.3 CEC06-2019 Benchmark Function
To further evaluate the effectiveness of FDBAT, the IEEE 

CEC06-2019 benchmark function [28] is used for testing in 
Table 6. Using the CEC06-2019 benchmark test function, 
the FDBAT algorithm is compared with GWO, BOA, HHO, 
SOA, WOA, AOA. During the test and comparison process, 
the population number N is defined as 30. The tmax = 500, 
and every function is repeated 30 times to obtain the average 
value. 
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It can be seen from Table 7 that none of the seven 
intelligent optimization algorithms can find the optimal 
solution of CEC06-2019 benchmark function, and the 
optimization results of F24, F25, F27 and F30 functions 
have a large deviation. However, FDBAT algorithm showed 
the best optimization effect in the test process, and 70% 

of the test results were better than the other six intelligent 
algorithms.

To sum up, the data in Table 7 fully proves that FDBAT 
algorithm has shown excellent optimization ability in the 
optimization process of CEC06-2019 test function.

Table 6. IEEE CEC06-2019 benchmark function
Function Function name Fmin Dim Range

F24 Storn’s Chebyshev Polynomial Fitting Problem 1 9 [-8192,8192]

F25 Inverse Hilbert Matrix Problem 1 16 [-16.384,16.384]

F26 Lennard–Jones Minimum Energy Cluster 1 18 [-4,4]

F27 Rastrigin’s Function 1 10 [-100,100]

F28 Griewank’s Function 1 10 [-100,100]

F29 Weierstrass Function 1 10 [-100,100]

F30 Modified Schwefel’s Function 1 10 [-100,100]

F31 Expanded Schaffer’s F6 Function 1 10 [-100,100]

F32 Happy Cat Function 1 10 [-100,100]

F33 Ackley’s Function 1 10 [-100,100]

Table 7. CEC06-2019 benchmark function test results

Function Algorithm Average 
solution

Standard 
variance

Optimal 
solution

Theworst 
solution

FDBAT 2.7945e+03 2.5397e+03 3.16978e+01 6.9508e+03

AOA 5.8608e+09 1.6461e+10 8.2220e+05 5.2581e+10

HHO 5.0974e+04 3.6543e+03 4.4985e+04 5.4750e+04

F24 WOA 4.0960e+10 3.7607e+10 1.9577e+09 9.3214e+10

GWO 3.9246e+08 6.9371e+08 8.4667e+06 1.8693e+09

BOA 6.9599e+04 1.5630e+04 5.5122e+04 1.0913e+05

SOA 8.4193e+06 1.3062e+07 4.7119e+04 3.2638e+07

FDBAT 9.5792e+03 2.2873e+03 7.4367e+03 4.0000e+03

AOA 1.9357e+01 4.5840e-01 1.8507e+01 1.9843e+01

HHO 1.7363e+01 8.8000e-03 1.7349e+01 1.7378e+01

F25 WOA 1.7351e+01 4.1000e-03 1.7344e+01 1.7371e+01

GWO 1.7343e+01 1.6976e-04 1.7344e+01 1.7371e+01

BOA 1.9357e+01 4.5840e-01 1.7525e+01 1.8672e+01

SOA 1.7418e+01 1.4280e-01 1.7344e+01 1.7700e+01

FDBAT 2.3185e+00 1.8945e+00 9.9950e-01 5.2784e+00

AOA 1.2702e+01 1.0000e-03 1.2702e+01 1.2702e+01

HHO 1.2702e+01 8.4636e-06 1.2702e+01 1.2702e+01

F26 WOA 1.2702e+01 1.2778e-06 1.2702e+01 1.2702e+01

GWO 1.2702e+01 2.8289e-06 1.2702e+01 1.2702e+01

BOA 1.2702e+01 1.0000e-03 1.2702e+01 1.2702e+01

SOA 1.2702e+01 5.2099e-06 1.2702e+01 1.2702e+01

FDBAT 7.0125e+01 3.8177e+00 6.5421e+01 7.8402e+01

AOA 1.4241e+04 5.0026e+03 4.7673e+03 2.1838e+04

HHO 1.7952e+02 1.3990e+02 6.6652e+01 5.4331e+02

F27 WOA 3.6054e+02 1.0812e+02 1.3057e+02 7.8024e+02

GWO 4.9837e+02 3.0729e+02 3.0608e+01 2.4626e+03
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BOA 1.4241e+04 5.0026e+03 9.7687e+03 2.8853e+04

SOA 3.1668e+02 3.6252e+02 6.5873e+01 1.1244e+03

FDBAT 5.7877e+01 1.7610e+01 2.5027e+01 8.1528e+01

AOA 4.7269e+00 1.3176e+00 3.1143e+00 7.3223e+00

HHO 2.4260e+00 4.5310e-01 1.4791e+00 2.8972e+00

F28 WOA 1.99389e+00 2.6600e-01 1.4542e+00 2.5619e+00

GWO 1.50308e+00 2.5590e-01 1.0424e+00 1.7747e+00

BOA 4.7269e+00 1.3176e+00 3.3888e+00 7.0098e+00

SOA 1.7122e+00 2.3370e-01 1.4387e+00 2.2271e+00

FDBAT 4.2639e+00 3.8401e+01 5.5038e+00 9. 9945e+01

AOA 9.2803e+00 6.5180e-01 8.0382e+00 9.8727e+00

HHO 9.6784e+00 1.1292e+00 7.4889e+00 1.1437e+01

F29 WOA 9.0908e+00 6.7740e-01 7.0853e+00 1.0600e+01

GWO 1.0782e+01 1.0116e+00 9.5097e+00 1.1450e+01

BOA 9.2803e+00 6.5180e-01 9.7938e+00 1.2056e+01

SOA 1.0987e+01 5.1270e-01 1.0111e+01 1.1765e+01

FDBAT 5.6737e+01 4.3081e+01 2.4407e+01 9.8863e+01

AOA 1.3331e+02 1.5796e+02 1.4124e+02 4.0290e+02

HHO 4.0373e+02 1.2222e+02 2.0930e+02 6.0341e+02

F30 WOA 6.4097e+02 3.6367e+02 3.6646e+02 1.1537e+03

GWO 5.5683e+02 3.2100e+02 8.1499e+01 1.0480e+03

BOA 1.3331e+02 1.5796e+02 7.5303e+02 1.2470e+03

SOA 3.2513e+02 1.6760e+02 5.3073e+01 6.0443e+02

FDBAT 4.4584e+00 3.4930e+01 2.5400e+00 1.0915e+02

AOA 5.2766e+00 7.7380e-01 4.3705e+00 6.1189e+00

HHO 5.9375e+00 2.3380e-01 5.5235e+00 6.3035e+00

F31 WOA 5.8726e+00 7.2600e-01 4.653e+00 6.8546e+00

GWO 5.0023e+00 1.209e+00 4.0726e+00 6.3448e+00

BOA 5.2766 e+00 7.7380e-01 6.0551e+00 6.8986e+00

SOA 6.2496e+00 3.9490e-01 5.7407e+00 6.9486e+00

FDBAT 6.0872e+01 7.1920e-01 5.9877e+01 6.2055e+01

AOA 8.9147e+02 4.4459e+02 2.5333e+02 1.6039e+03

HHO 3.2182e+00 5.7420e-01 2.6603e+00 4.2324e+00

F32 WOA 5.0486e+00 1.0545e+00 3.3253e+00 6.4439e+00

GWO 4.6153e+00 8.8260e-01 3.3762e+00 5.8272e+00

BOA 8.9147e+02 4.4459e+02 1.7656e+03 2.9974e+03

SOA 2.3472e+01 5.5074e+01 4.6762e+00 1.8019e+02

FDBAT 1.7183e+01 3.7853e-01 8.8863e+00 1.3152e+02

AOA 2.0125e+01 5.6400e-02 2.0046e+01 2.0240e+01

HHO 2.0147e+01 1.2430e-01 2.0031e+01 2.0275e+01

F33 WOA 2.0287e+01 1.0180e-01 2.0175e+01 2.0475e+01

GWO 2.0484e+01 8.400e-02 2.0388e+01 2.0600e+01

BOA 2.0125e+01 5.6400e-02 2.0387e+01 2.0616e+01

SOA 2.0602e+01 8.6500e-02 2.0411e+01 2.0692e+01
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5  Conclusion

Bat algorithm is an intelligent optimization algorithm 
with good search performance, but its local search ability is 
poor. The reason is that bat algorithm has insufficient ability 
to analyze and judge the current solution. In this paper, the 
gradual rapid dive mechanism of Harris Hawks algorithm 
is introduced into bat algorithm, and the parameter update 
method of local search in the bat algorithm is improved. 
The parameter escape energy is introduced to distinguish 
the quality of prey. The improved bat algorithm can avoid 
wasting a lot of time near the local optimum and quickly find 
the global optimum. In order to test the effect of the improved 
algorithm, the different types of 23test functions are selected 
and compared with BAT, RNABAT and COBAT. The results 
show that FDBAT is better than other algorithms. At the same 
time, it is also compared with WOA, GWO, BOA and SOA 
algorithms, showing the best results in terms of convergence 
speed and accuracy. In addition, the IEEE CEC06-2019 
benchmark function is used to test FDBAT. Compared with 
other six algorithms, it is concluded that FDBAT has obvious 
advantages in convergence performance.

FDBAT needs to be further studied in future research: 
1) When dealing with the fixed-dimensional multimodal 
benchmark functions, the convergence speed still needs to 
be improved. 2) High-dimensional problems are not tested 
in this study, and it needs to handle projects with high 
dimensional and analyze the algorithm’s performance.
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