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Abstract

Cold-standby systems have been widely used for 
conditions with limited power, which achieve fault tolerance 
and high-reliability systems. The cold spare (CSP) gate is a 
common dynamic gate in the dynamic fault tree (DFT). DFT 
with CSP gates is typically used to model a cold-standby 
system for reliability analysis. In general, inputs of the CSP 
gate are considered to be basic events. However, with the 
requirement of the current system design, the inputs of the 
CSP gate may be either basic events or top events of subtrees. 
Hence, the sequence-dependency among basic events in 
CSP gates becomes much more complex. However, the early 
conditional binary decision diagram (CBDD) used for the 
reliability analysis of spare gates does not consider it well. To 
address this problem, the conditioning event rep is improved 
to describe the replacement behavior in CSP gates with 
subtrees inputs, and the related formulae are derived. Further, 
a combinatorial method based on the CBDD is demonstrated 
to evaluate the reliability of cold-standby systems modeled by 
CSP gates with subtrees inputs. The case study is presented 
to show the advantage of using our method.

Keywords: Dynamic fault tree, Conditional binary decision 
diagram, Conditioning event, Reliability, Dependable 
computing

1  Introduction

Assumptions:
1. The system is not repairable.
2. Swi tch ing  be tween  the  p r imary  and  spare 

components is perfect.

Acronyms, abbreviations, and notations are shown in 
Table 1 and Table 2. 

Table 1. Acronyms and abbreviations
SFT Static fault tree
DFT Dynamic fault tree
CFT Conditional fault tree
SP Spare
CSP Cold spare
HSP Hot spare

WSP Warm spare
MCS Minimal cut set
MCQ Minimal cut sequence
SDP Sum of disjoint product
PDF Probability density function
PIE Principle of inclusion and exclusion

Table 2. Notation
θx Component X
X Failure of θx

fX (τX) Time-to-failure PDF of θX

θT Subsystem T
T Failure of θT

T_C Failure of θC in the θT

◊ Boolean logic OR or AND
+, ·, ¬ Boolean logic OR, AND, Negation
 Temporal non-inclusive BEFORE
rep(S, P) Conditioning event, simplification of rep(θS, 

θP), θS replaces θP in the SP gate.
MCSj[T] The jth MCS of fault tree of θT

|MCSj[T]| The number of basic events in the MCSj[T]
MCSj[T]_Ck The kth basic event in MCSj[T]

Standby replacement is a widely used design technique 
for fault-tolerant systems, which can keep the system 
operational by supplying required functions even in the 
presence of hardware failures or software errors [1]. The 
standby sparing system is composed of one primary (online) 
component and one or more components that serve as 
standby spares. There are three types of spares: hot, warm, 
and cold. The hot spare is always in a working state, and it 
can replace a failed primary component immediately to keep 
the system operational. However, the cost of a hot spare 
is too high. It is not suitable for some places that suffer a 
shortage of power. The cold spare is a low-cost solution for 
standby sparing systems since it is powered off when it is 
in an inactive state, but it requires a long response time to 
replace a failed primary component. The warm spare is a 
compromised solution between hot and cold spares. A warm 
spare is in a degraded operational state before it is ready to 
replace a failed primary component. Hence, it has a lower 
cost than the hot spare and a quicker response time than the 
cold spare. A standby system with cold spares is called a 
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cold standby system. Some real-world systems with power 
resource limitations such as satellite supply systems typically 
apply cold-standby systems.
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Primary
component Cold spare 

components
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component

Warm spare 
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          (a) CSP gate           (b) WSP gate            (c) Hot gate

Figure 1. Three types of the SP gate 

The dynamic fault tree (DFT) is an extension of the static 
fault tree (SFT), which introduced some dynamic gates such 
as the spare (SP) gate [2]. The DFT is used for reliability 
analysis for dynamic systems. The SP gate has three types: 
hot spare (HSP) gate, cold spare (CSP) gate, and warm spare 
(WSP) gate, which respectively matches HSP, CSP, and WSP, 
as shown in Figure 1. The DFT with CSP gates can model the 
cold standby system for reliability analysis. In essence, the 
calculation of the minimal cut sequence (MCQ) in the DFT 
is a permutation problem that is an exponential complexity. 
The calculation of the minimal cut set (MCS) in the SFT is 
a combination problem. In general, a combination problem 
has less average space complexity than a permutation 
problem. Hence, a conditional decision diagram (CBDD)-
based method was proposed to reduce the complexity of 
qualitative analysis for the DFT with SP gates by replacing 
MCQs with MCSs in [3]. However, the analysis of the SP 
gate in the CBDD mainly focuses on whose inputs are all 
basic event and not top events of subtrees. To address this 
problem, the conditioning event is improved to describe the 
CSP gate whose inputs (primary or cold spare components) 
are top events of subtrees (outputs of other gates). Finally, an 
improved CBDD-based method is demonstrated to analyze 
the cold standby system modeled by the DFT with CSP gates 
whose inputs can be top events of subtrees.

The rest of the paper is organized as follows: Related 
works regarding SP gates, BDD, and TDD are introduced in 
Section 2. Section 3 presents the reliability analysis of CSP 
gates with subtrees inputs by the proposed formulae based 
on the extended conditioning event. Section 4 presents the 
reliability analysis of CSP gates with subtrees inputs based 
on the CBDD by complementing related operation rules. 
In Section 5, a case study is used to illustrate the reliability 
assessment based on the CBDD-based method. The 
conclusion is provided at the end.

2  Related Work

The DFT with SP gates has been used to model the 
failure behaviors of the standby system for reliability 
analysis. An algebraic structure-function based on temporal 
Boolean logic was proposed to do qualitative and quantitative 

analysis for DFTs including SP gates in [4]. To address the 
reliability analysis of a large cold-standby system, a fast 
approximation method based on the central limit theorem 
was proposed in [5]. An approach for reliability analysis of a 
standby system with multi-state elements subject to constant 
transition rates was proposed in [6]. In [7], the DFT with 
SP gates was analyzed for reliability by proposed stochastic 
computational models considering probabilistic common 
cause failures. In [8], the dynamic reliability characteristics 
of dormant systems with WSP were investigated by utilizing 
discrete-time Bayesian networks. In [9], two-unit cold 
standby systems were modeled by considering a periodic 
switching approach for the reliability analysis. In [10], a 
part of the hypothetical cardiac assist system modeled by a 
DFT with both a PAND gate and CSP gates was evaluated 
by algebraic structure functions considering the irrelevance 
coverage model. However, the methods mentioned above 
do not focus on the relationship between sequence-dependency 
of component failure and states. The MCQ remains to be 
used in these methods during qualitative analysis. Hence, 
this paper analyzes the DFT with CSP gates by a conditional 
fault tree (CFT), rendering the MCQ converted into MCS for 
qualitative analysis.

The binary decision diagram (BDD) has been widely 
used for the reliability analysis of the SFT. In [11], an 
algorithm was proposed to construct a worst-case reduced-
ordered BDD, which may help projects decide if the BDD 
is the appropriate data structure. A variable order of the 
BDD was proposed in [12], which was used to analyze the 
reliability of the k-terminal network with imperfect vertices. 
In [13], a BDD was proposed to efficiently store data in the 
memory of a computer in the library based on a Boolean 
structure. A new heuristic ordering for BDD variables based 
on special types of fan-in 2 read-once formulas was presented 
in [14]. In [15], the authors presented an effective scheme for 
transforming the BDD representation of a Boolean function 
into a reversible circuit composed through reversible logic 
elements. In [16], BDDs were set to be elements of a newly 
lifted domain that were applied to analyze program families, 
the internal nodes were labeled with Boolean features and 
leaf nodes belong to an existing single-program analysis 
domain. An improved technique related to mapping the 
nodes of the BDD for any input Boolean function to the 
crossbar slices is proposed in [17]. In [18], the BDD was 
used for a genetic algorithm reordering optimizer, and it can 
iteratively process a large population with a randomized 
mixing of low destructive crossover/mutation operators. 
However, traditional BDD cannot be used for the DFT since 
basic events are no long independent. For DFTs, a sequential 
BDD (SBDD) was first proposed for the reliability analysis 
of a non-repairable cold-standby system in [19]. In [20], 
the SBDD was extended to analyze the reliability of warm-
standby systems. An improved SBDD-based method was 
proposed to analyze the reliability of a DFT with the arbitrary 
tree structure in [21]. In [22], an algebraic binary decision 
diagram (ABDD) was proposed to do the reliability analysis 
of the DFT by introducing algebraic structure functions. 
An improved method based on component connection was 
proposed to construct SBDD encoding a DFT in [23]. In 
[24], a BDD-reordering optimization engine was used to 
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drive a fast reversible circuit synthesis methodology, which 
was achieved by meta-heuristic optimization algorithms. 
In [25], the authors proposed a BDD model for the general 
structure systems having combinations of series, parallel, 
and standby structures by using a single node to denote a 
multistate component. In [26], a partial-order BDD-based 
method was proposed by introducing a new Boolean operator 
based on partial-order, which was used for the reliability 
analysis of DFT with PAND gates. However, the SBDDs and 
ABDDs remain to keep the sequence-dependency between 
component failure in their nodes. Also, SBDD does not give 
strict temporal operation rules. The ABDD does not eliminate 
inconsistencies during building. Hence, the path of the final 
ABDD may contain inconsistency, but it will be deleted 
when picking the MCSs or MCQs. The partial-order BDD-
based method cannot use for DFTs with SP gates. Also, the 
CBDD did not present the reliability analysis of a CSP with 
the subtree structure in detail.

In this paper, cold-standby systems are modeled by 
DFTs with CSP gates. An improved CBDD-based method 
is presented to analyze the reliability of the CSP gate with 
subtrees inputs by extending the conditioning event rep to 
describe the replacement between subtrees.

3  CFT of the Cold-standby System with 
Sub-systems

3.1 Conditioning Event rep
A conditioning event of a fault tree is a normal event but 

not a fault event, which refers to some specific conditions or 
restrictions that apply to any logic gate [27].

rep(θS, θP) is a conditioning event, which denotes a spare 
θS replaces a replaceable θP [3]. In the SP gate, a replaceable 
component is either an initial primary component or a 
working spare component. The working spare component 
is the initial spare component that has been activated. 
According to the description of the CSP gate in [2], when the 
replacement happens, it means that a replaceable component 
fails and the corresponding spare component does not fail at 
this time. The time diagram of rep(θS, θP) is shown in Figure 
2. In Figure 2, tP and tS respectively denote that the failure 
time of θP and θS. Also, rep(θS, θP) implies θP is failed.

Time0

Pθ

Sθ

Pt St Time0

Pθ

Sθ

Pt
(a)    fails before    failsPθ Sθ (b)    fails and    never failsPθ Sθ

Figure 2. The time diagram of rep(θS, θP) 

The conditioning event can intuitively present the 
replacement behavior in the SP gates. Also, it can also show 
the failure sequence of the events. However, unless all 
the failure sequence-dependence of the primary and spare 
components are identified, the detailed replacement behavior 
cannot be confirmed. For example, in the CSP gates, two 

primary events P1 and P2 shared one spare component S, 
rep(θS, θP) shows P1 fails first and S replaces P1. However, we 
cannot confirm S replaces P1 if we only know P1 fails since 
whether P2 fails before P1 is not confirmed.

For simplification, rep(S, P) is instead of rep(θS, θP). The 
S and P in rep respectively mean θS and θP. A simple CSP 
gate can be converted into an SFT with conditioning events. 
To distinguish the traditional SFT, our SFT with conditioning 
events is called a conditional fault tree (CFT) [3]. The CFT 
is shown in Figure 3, and its top event can be expressed as 
TE = P ∙ S ∙rep(S, P) = S ∙rep(S, P). S ∙ rep(S, P) denotes that 
the output event of the CSP gate will occur if θS fails after it 
replaces θP. Also, the case of shared spare components was 
described in [3].

AND

P S P S

𝑟𝑟𝑒𝑒𝑝𝑝 𝑆𝑆 𝑃𝑃

TE TE

CSP

Static Conversion

 

Figure 3. A simple CSP gate converting into CFT

To easily understand rep(S, P), the algebraic structure-
function with “ ” operation symbol [4] is borrowed to 
explain it. “ ” is a temporal operation symbol, which 
denotes a sequential relationship “Before”. For example, A
B denotes event A occurs before event B, and B can either 
never occur or occur later. For the Figure 3, S ∙rep(S, P) can 
derive the algebraic structure-function as follows:

( , )
( , ) ( )

Pr{ ( , )} Pr{ ( )}

rep S P P S
S rep S P S P S

S rep S P S P S

→
⋅ → ⋅

⋅ = ⋅







Pr{S∙rep(S, P)} and Pr{S∙(P S))denote the occurrence 
probability of S ∙rep(S, P) and S∙(P S), respectively. Set 
fP(τP) and  fS(τS)  are time-to-failure probability density 
functions (PDFs) of θP and θS, respectively. According to 
Figure 2(a), the probability of S∙rep(S, P) occurrence can be 
calculated by the following integral expression (t is a mission 
time):

0 0

Pr{ ( , )} Pr{ ( )}

( ) ( )                   
P

P S

tt

P P S S

S rep S P S P S

f f d d
τ

τ ττ τ
−

⋅ = ⋅

= ∫ ∫



3.2 CSP Gate with Subtrees Inputs and its CFT
3.2.1 Case of a Spare Component Being a Subtree 

The previous conditioning event rep cannot directly 
describe the replacement between subtrees being primary or 
spare components. For example, there is a sensor subsystem 
of the satellite control system [28]. The sensor subsystem is 
a cold-standby system whose primary component is a star 
sensor and the spare component is a sun-sensor-horizon 
subsystem that consists of two infrared-horizon sensors and 
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one sun sensor. The DFT of the sensor subsystem is shown in 
Figure 4(a). In Figure 4(a), P and S are two basic events that 
respectively denote star sensor and sun sensor failure. F1 and 
F2 are two basic events that respectively denote two infrared-
horizon sensor failures.

P

TE1：sensor 
subsystem failure

CSP

OR

SOR

F1

:sun-sensor-
horizon subsystem

failure

F2

TE1：sensor 
subsystem failure

OR

AND ( , )rep P AND AND

(a) DFT of  the sensor subsystem (b) CFT of the sensor subsystem

—P
—S 1—F 2—F

( , )rep P ( , )rep P

—P—P

Figure 4. A sensor subsystem of the satellite control system

To improve the rep event to be used for the CSP with 
subtrees, θT is set to denote that a subtree in the CSP gate. 
rep(T, P) denotes a subtree θT being a spare component 
replaces a primary θP when θP is failed.

To distinguish a spare component corresponding to a 
basic event, the subtree (subsystem) being a spare component 
is called the spare subtree (subsystem) for short. The Boolean 
function (TE1) with variables corresponding to condition 
events can be derived as follows:

1 2T S F F= + +

1 ( , )T TTE rep P= ⋅

1 1 2( ) ( , )TTE S F F rep P= + + ⋅      

1 1 2( , ) ( , ) ( , ).TE S rep P F rep P F rep P= ⋅ + ⋅ + ⋅T T T         (1)

Note that T outside of the conditioning event denotes 
an internal event of a fault tree (a top event of a subtree). 
T inside of the conditioning event is a simplification of θT. 
To distinguish the basic event of a subtree in the CPS, a 
prefix symbol related to the subtree is complemented to the 
event in the Boolean expression such as T_P. T_P denotes a 
basic event S of the spare subtree T in the CSP gate. Hence, 
equation (1) is revised as follows:

1 2_ _ _T T T TS F F= + +

1 1_ ( , ) _ ( , )T T T TTE S rep P F rep P= ⋅ + ⋅

2_ ( , ).F rep P+ ⋅T T                                                         (2)

In equation (2), the occurrence of T_S∙rep(T, P) denotes 
that θS (in θT) failure causes θT to fail after subtree θT replaces 
the primary θP. In this case, the sensor subsystem fails. 
Similarly, the occurrence of either T_F1 ∙ rep(T, P) or T_
F2 ∙ rep(T, P) can also cause the sensor subsystem to fail. 
The CFT of the sensor subsystem is shown in Figure 4(b). 
In the CSP gate, θT is a spare subsystem and θP is a primary 
component. The time diagram of rep(T, P) is shown in Figure 
5.

Time0

Pθ

_Tθ iC

Pt T _ Tt Time0

Pθ

Pt
(a)    fails before        failsPθ (b)    fails and        never failsPθ

_Tθ iC

_Tθ iC _Tθ iC

Figure 5. Time diagram of rep(T, P)

In Figure 5, θT_Ci
 denotes any component in θT. tT_Ci

  
denotes a failure time of θT_Ci

. tP is a failure time of θP. In the 
system modeled by the CSP gate, any component of a spare 
subsystem cannot fail before the spare subsystem replaces the 
primary component since the subsystem is un-power when 
it is on standby (inactivated). Thus, Event T_Ci P cannot 
occur in the CSP gate. Hence, rep(T, P) is derived as follows:

1

( , ) ( _ ).
n

i
i

rep P P C
=

→∏ T T                                         (3)

According to theorems related to “ ”, T_Ci P can be 
derived as follows:

_ ( _ )T Ti iP P C C P P= + ⋅ 

( _ ) 0T iC P P⋅ =

_ .iP P C=  T                                                               (4)

Hence, for the CSP gate, according to equation (4), 
equation (3) is revised to be as below:

1

( , ) ( _ ) .
n

i
i

rep P P C P
=

→ =∏ T T                                  (5)

Eq. (5) denotes that once the primary component fails, the 
replacement will occur if there are enough spare components 
(subsystems) and switching is perfect. In other words, the 
failure occurrence of the primary component is no restriction 
in the CSP gate. Then, Pr{T_Ci ∙ rep(T, P)} can be calculated 
as follows:

1

_ ( , ) _ ( _ )T T T T
n

i i j
j

C rep P C P C
=

⋅ → ⋅∏ 

_ ,T       jP C P when j i= ≠  

1

_ ( _ ) _ ( _ )
n

i j i i
j

C P C C P C P
=

⋅ = ⋅ ⋅∏  T T �T T

                                 _ ( _ )i iC P C= ⋅    T T
Pr{ _ ( , )} Pr{ _ ( _ )}.i i iC rep P C P C⋅ = ⋅ T T T T          (6)

In the CSP gate, the failure occurrence of the component 
in the spare subsystem is dependent on the failure of the 
primary component. Hence, in equation (6), sequence-
dependency needs to be added between the θP and θT_Ci

 since 
θT_Ci

 starts to work at the time of θP failure. 
Set MCSj[T] to be the j th MCS of the SFT of θT, 

|MCSj[T]| be the number of basic events in MCSj[T], and  
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MCSj[T]_Ck be the kth basic event in MCSj[T]. Assume that 
T has n basic events and m MCSs, then T∙rep(T, P) can be 
calculated as follows:

1

( , ) ( _ )T T T T
n

i
i

rep P P C
=

⋅ → ⋅∏ 

1

( _ )
n

i
i

P C
=

⋅ =∏ T T

[ ]

1 1

( [ ] ( [ ]_ ))
jMCSm

j j k
j k

MCS P MCS C
= =

⋅∑ ∏ 

T

T T�

Pr{ ( , )}T Trep P⋅

[ ]

1 1

Pr{ ( [ ] ( [ ]_ ))}.
jMCSm

j j k
j k

MCS P MCS C
= =

= ⋅∑ ∏ 

T

T T�         (7)

According to equation (7), the occurrence probability of 
TE1 in Figure 4 can be calculated as follows:

1 2 1 3 2[ ] , [ ] , [ ]MCS S MCS F MCS F= = =T  T  T

1 1 2 1 1 3 1 2[ ]_ , [ ]_ , [ ]_MCS C S MCS C F MCS C F= = =T T  T

1 1 2 1[ ] ( ) [ ] ( )TE MCS P S MCS P F= ⋅ + ⋅ T T

3 2[ ] ( )MCS P F+ ⋅ T

1 1 1 2 2Pr{ } Pr{( ) ( ) ( ) }TE P S S P F F P F F= ⋅ + ⋅ + ⋅  

3.2.2 Case of a Primary Component Being a Subtree
In the CSP gate, the primary component can also be a 

subtree. Similarly, the subsystem (subtree) being a primary 
component is called the primary subsystem (subtree) for 
short. In the CSP, any component in the spare subsystem 
is impossible to fail before the primary component fails. 
However, not all components in the primary subsystem fail 
before the spare component or subsystem fails. It is decided 
by the structure of the primary subsystem. For example, a 
CSP gate with a primary subtree is shown in Figure 6(a).

TE2

CSP

S
OR

P1 P2

TE2

OR

AND ( , )rep S

S
(a) CSP gate with a primary 

subsystem of logic OR structure (b) CFT of the left CSP gate

1P—

AND ( , )rep S

S2P—

Figure 6. A CSP gate with a primary subsystem of logic OR 
structure and its CFT.

In Figure 6(a), the failure of θP1
 or θP2

 will cause the 
primary θT to fail. Then, the spare θS replaces the θT. Hence, 
the probability occurrence of TE2 can be derived as follows:

1 2T P P= +

1 2 1 2( , ) ( )T Trep S S P P S P S P S→ = + = +   

1 2

2 1 1 2

1 2

( , ) _ ( , ) _ ( , )
_ _ ( , ) _ _ ( , )
_ _ ( , )

T T T T T T
T T T T T T

  T T T

S rep S P S rep S P S rep S
P P S rep S P P S rep S
P P S rep S

⋅ ⋅ = ⋅ ⋅ + ⋅ ⋅
= ¬ ⋅ ⋅ ⋅ + ¬ ⋅ ⋅ ⋅
+ ⋅ ⋅ ⋅

2 1 1 2 2 1_ _ ( , ) (( ) )T T TP P S rep S P P S P P S¬ ⋅ ⋅ ⋅ → + ⋅¬ ⋅ ⋅

1 2 2 1 1 2(( ) ) ( )P P S P P S P S P S+ ⋅¬ ⋅ ⋅ = ⋅¬ ⋅ 

2 1 2Pr{ } Pr{ ( , )} Pr{( ) ( ) }.TE S rep S P S S P S S= ⋅ = ⋅ + ⋅ T      (8)

In equation (8), ¬T_P2·T_P1·S·rep(S, T) denotes that 
only the failure of θP1

 causes the θT failure, which renders a 
spare θS to replace θT, then θS fails later. According to equation 
(7), the CFT of Figure 6(a) is shown in Figure 6(b). However, 
it will be different if the primary subsystem has a logic AND 
structure, as shown in Figure 7.

TE3

CSP

S

P1 P2

TE3

AND ( , )rep S

S

(a) CSP gate with a primary
subsystem of logic AND structure

(b) CFT of the left CSP gate

1P— 2P—
AND

Figure 7. A CSP gate with a primary subsystem of logic 
AND structure and its CFT

In Figure 7, the failure of θP1
 and θP2

 will cause the 
primary θT to fail. Then, the spare θS replaces the θT. Hence, 
the probability occurrence of TE3 can be derived as follows:

1 2T P P= ⋅

1 2 1 2( , ) ( ) ( ) ( )T Trep S S P P S P S P S→ = ⋅ = ⋅   

1 2( , ) _ _ ( , )T T T T TS rep S P P S rep S⋅ ⋅ = ⋅ ⋅ ⋅

1 2 1 2_ _ ( , ) ( ) ( )T T TP P S rep S P S P S S⋅ ⋅ ⋅ = ⋅ ⋅    

3 1 2Pr{ } Pr{ ( , )} Pr{( ) ( ) }.TE S rep S P S P S S= ⋅ = ⋅ ⋅ T  (9)

In equation (9), T_P1·T_P2·S·rep(S, T) denotes that the 
failure of θP1

 and θP2
 causes the θT failure, which renders 

a spare θS to replace θT, then θS fails later. According to 
equation (9), the CFT of Figure 7(a) is shown in Figure 7(b).

In the CSP gate, θT is a primary subsystem and θS is a 
spare component. The time diagram of rep(S, T) is shown in 
Figure 8.
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Time0

[ ]TMCS

θS

Tt St Time0
(a)    fails before    will failTθ (b)    fails and     never fails

θS

[ ]TMCS

θS Tθ θS

Tt

Figure 8. The time diagram of rep(S, T)

In Figure 8, MCS[T] denotes any MCS of the SFT of 
θT. tT and tS respectively denotes the failure time of θT and 
θS. Figure 8(a) presents that the occurrence of any MCS of 
the SFT of θT can cause θT to fail, which leads the MCS[T]∙ 
rep(S, T) to happen, then θS fails later. Figure 8(b) presents 
that the primary θT failure caused by its MCS leads the 
replacement to happen and θS never fails. Hence, S ∙rep(S, T)
can be derived as follows:

1 1
( , ) ( [ ] ) [ ]T T T T

m m

j j
j j

rep S S MCS S MCS
= =

→ = =∑ ∑ 

1
( , ) ( [ ] ).

m

j
j

S rep S S MCS S
=

⋅ → ⋅∑ T T                          (10)

3.2.3 Case of All Inputs Being Subtrees
Assume that a CSP gate with a primary TP and a spare 

TS. According to equations (7) and (10), it can be obtained as 
follows:

1 1
( , ) [ ] [ ] ( , )T T T T T T T

n m

S S P i P j S S P
i j

rep MCS MCS rep
= =

⋅ = ⋅ ⋅∑ ∑
[ ]

1 1 1

( [ ] ( [ ] [ ]_ )).
j SMCSn m

j S i P j S k
i j k

MCS MCS MCS C
= = =

→ ⋅∑ ∑ ∏ 

T

T T T  (11)

Figure 9 shows a DFT of solar wing deployment in a 
satellite power system [29]. TP and TS denote primary and 
spare actuating mechanism failures, respectively. P1 and P2 
respectively denote that the drive mechanism is stuck and 
mechanical fracture. S1 and S2 denote the same failures in the 
spare actuating mechanism, respectively.

TE4：Failure of solar
wing deployment

CSP

OR

P1

P

P2

OR

S1

S

S2

Figure 9. The DFT of solar wing deployment

TE4

OR

AND ( , )S Prep

1P P—

AND

1S S— 2S S—

AND ( , )S Prep AND( , )S Prep ( , )S Prep
1 2 3 4

1P P— 1S S— S 2S—2P P— 2P P—

Figure 10. The CFT of solar wing deployment

According to equation (11), the CFT of solar wing 
deployment is shown in Figure 10, and the Pr{TE4} can be 
calculated as follows:

1 2 1 2T TP SP P S S= + = +，

1 1 2 2

1 1 2 2

[ ] , [ ]
[ ] , [ ]
T T
T T

P P

S S

MCS P MCS P
MCS S MCS S

= =
= =

1 1 1 2 1 2

1 1 1 2 1 2

[ ]_ , [ ]_
[ ]_ , [ ]_
T T
T T

P P

S S

MCS C P MCS C P
MCS C S MCS C S

= =
= =

4Pr{ } Pr{ ( , )}T T TS S PTE rep= ⋅

1 1 1 1 2

2 2 1 1 2 2 2

Pr{( ) ( )
( ) ( ) }.

P S S P S
S P S S P S S
= ⋅ + ⋅

+ ⋅ + ⋅
 

 

                                         (12)

3.2.4 Case of a Shared Spare Component Being a Subtree
Figure 11 shows a sensor subsystem in the medium 

accuracy attitude determination system of a satellite. It 
consists of an infrared horizon sensor and a sun sensor, which 
respectively is a cold standby system. These two cold standby 
systems share a spare magnetometer subsystem. The primary 
subsystem of the infrared horizon sensor has two infrared 
sensors, and a spare magnetometer subsystem will replace 
the primary subsystem if any of them fails and the spare 
subsystem is available. The sensor subsystem fails if any of 
them fails.

TE5: Sensor subsystem failure

CSP 1

OR

P1 P2

OR

 TE5_1:Infrared-horizon 
sensor failure

 TE5_2:Sun 
sensor failure

:infrared1

CSP 2

P3

OR

S1 S2

:Magnetometer 
subsystem failure
2

S3

Figure 11. The DFT of a sensor subsystem
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In the CSP gate with shared spare components 
(subsystems), the current spare component (subsystem) 
will replace the first failure of the primary component 
(subsystem). According to equation (11), while considering 
the spare competition, Pr{TE5_1} can be derived as follows:

1 1 2 2 1 2 3

1 1 1 2 1 2[ ] , [ ]
T T

T T
P P S S S

MCS P MCS P
= + = + +

= =

，

1 2 1 2 2 2 3 2 3[ ] , [ ] , [ ]T T TMCS S MCS S MCS S= = =

5 _1 2 2 1 1 2 3Pr{ } Pr{ ( , ) ( , )}T T T T TTE rep rep P= ⋅ + ⋅

1 2

1 1 1 2 1 1 3

Pr{ [ ]
( [ ] [ ]) ( [ ] )

MCS
MCS MCS MCS P
= ⋅

⋅ 

T
T T T

2 2 1 1 2 2 1 1 3[ ] ( [ ] [ ]) ( [ ] )T T T TMCS MCS MCS MCS P+ ⋅ ⋅ 

3 2 1 1 3 2 1 1 3[ ] ( [ ] [ ]) ( [ ] )T T T TMCS MCS MCS MCS P+ ⋅ ⋅ 

1 2 2 1 1 2 2 1 3[ ] ( [ ] [ ]) ( [ ] )T T T TMCS MCS MCS MCS P+ ⋅ ⋅ 

2 2 2 1 2 2 2 1 3[ ] ( [ ] [ ]) ( [ ] )T T T TMCS MCS MCS MCS P+ ⋅ ⋅ 

3 2 2 1 3 2 2 1 3[ ] ( [ ] [ ]) ( [ ] )T T T TMCS MCS MCS MCS P+ ⋅ ⋅ 

1 1 3 1 1 2 1[ ] ( ( [ ] [ ]))T T TMCS P MCS MCS+ ⋅ +

2 1 3 1 1 2 1[ ] ( ( [ ] [ ]))}.MCS P MCS MCS+ ⋅ +T T T               (13)

Similarly, the Pr{TE5_2} can be derived as follows:

5 _ 2 2 2 3 3 2 1Pr{ } Pr{ ( , ) ( , )}T T T TTE rep P P rep= ⋅ + ⋅

3 1 1 2 1

3 1 2 1 2

Pr{( ( [ ] [ ]))
( [ ]) [ ]

P MCS MCS
P MCS MCS
= + ⋅

⋅




T T
T T

3 1 1 2 1 3 2 2 2 2( ( [ ] [ ])) ( [ ]) [ ]T T T TP MCS MCS P MCS MCS+ + ⋅ ⋅ 

3 1 1 2 1 3 3 2 3 2( ( [ ] [ ])) ( [ ]) [ ]T T T TP MCS MCS P MCS MCS+ + ⋅ ⋅ 

3 1 1 3 3 2 1 3( [ ] ) ( [ ] )T TP MCS P P MCS P+ ⋅ + ⋅ 

3 3 1 3( [ ] )}.P MCS P+ ⋅ T                                                       (14)

Hence, according to equations (13) and (14), the CFT of 
the sensor subsystem is shown as Figure 12 and the Pr{TE5} 
can be derived as follows:

5 5 _1 5 _ 2Pr{ } Pr{ }TE TE TE= +

TE5

OR

AND 2 1( , )rep AND 2 1( , )rep AND 2 1( , )rep AND 2 1( , )rep AND 2 1( , )rep

AND 2 1( , )rep AND 2 3( , )rep P AND 2 3( , )rep P AND 2 3( , )rep P AND 2 3( , )rep P

AND 2 3( , )rep P

1 1P— 2 1S— 1 1P— 2 2S— 1 1P— 2 3S— 1 2P— 2 1S— 1 2P— 2 2S—

1 2P— 2 3S— 3P 3P 3P 2 1S—1 1P— 1 2P— 3P 2 2S—

3P 2 3S—

AND 2 1( , )rep

3P 1 1P—

AND 2 1( , )rep

3P 1 2P—

Figure 12. The CFT of A sensor subsystem

4  Improved Conditional BDD

In sub-section 3.2, to compute the occurrence probability 
of the top event, the principle of inclusion and exclusion 
(PIE) needs to be used for equations while considering 
repeated and dependent events such as equations (8) and 
(12). In general, PIE needs to compute 2n-1 items if there are 
n products in a Boolean expression. However, it may cause 
a combinatorial explosion if the products in the equations 
are too high. In general, a sum-of-disjoint-products (SDPs)-
based method is a well known solution that can avoid a 
combinatorial explosion. The BDD can naturally generate the 
SDPs since it is a rooted acyclic graph based on the Shannon 
decomposition, which is as follows:

1 0 1 0( , , ).x xf x f x f ite x F F= == ⋅ + ¬ ⋅ =                            (15)

In equation (15), f denotes a Boolean expression of a fault 
tree. x is a variable in f. fx=1 and fx=0 (F1 and F0) respectively 
denote f evaluated as x being 1 and 0. ite represents the 
concise if−then−else format. The ite format of BDD can be 
expressed by F as follows:

0 0 1 1 0 1( , , )x xF x F x F ite x F F= == ⋅ + ⋅ =

CBDD is an extension of a BDD, which contains 
s-dependent nodes. However, it is assumed that all nodes 
in the CBDD are s-independence since the CBDD is only 
considered to obtain the formula which is in the form of SDP. 
The internal node of CBDD can be either a basic event or a 
conditioning event. CBDD has two edges: 0-edge and 1-edge, 
which presents the event occurrence and non-occurrence. The 
terminal CBDD is Boolean 0 and 1. The prime CBDD and 
general CBDD is shown in Figure 13.

0 1 F0 F1

0-edge Non-occurrence Occurrence1-edge

x x

F

(a) Prime CBDD (b) General CBDD

Figure 13. Prime CBDD and General CBDD

Two CBDDs can be operated by Boolean operation rules. 
Set G and H to be two CBDDs, respectively. G =ite(x, G0, 
G1) and H=ite(y, H0, H1). Let ◊ represent any Boolean logic 
operation (AND/OR), then we have G ◊ H= ite(x, G0, G1) ◊ 
ite(y, H0, H1)=

0 0 1 1

0 1

0 1

( , , ), ( ) ( );
( , , ), ( ) ( );
( , , ), ( ) ( );

ite x G H G H Index x Index y
ite x G H G H Index x Index y
ite y G H G H Index x Index y

◊ ◊ =
 ◊ ◊ <
 ◊ ◊ >

               (16) 
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Here, Index(x) and Index(y) respectively denote the 
variable order of x and y in the CBDD. Same with the BDD, 
the order of input variables is also heavily relevant to the size 
of the CBDD. However, it is not the point focused in this 
paper.

According to equation (16), the recursive operation can 
be used between two sub-CBDD until one of them becomes 
a terminal CBDD. However, some inconsistency and 
redundancy issues need to solve since some internal nodes of 
the CBDD are s-dependent. The operation rules for improved 
rep conditioning events are set based on the rules related to 
rep in [3] while only considering the case of the CSP gate 
with subtrees inputs, as follows:

2 1 2 1 2( , ) ( , ).rep rep⋅ =T T T T T                                        (17)

2 1 2( , ) 0.rep¬ ⋅ =T T T                                                    (18)

1 2 1 3( , ) ( , ) 0.rep rep⋅ =T T T T                                          (19)

1 2 3 2( , ) ( , ) 0.rep rep⋅ =T T T T                                         (20)

1 2 2( , ) .rep¬ = ¬T T T                                                    (21)

Equation (17) denotes that the replacement can only 
happen when the replaceable θT2

 (an operational primary 
subsystem, or an operational spare subsystem after 
replacement occurrence) fails. Equation (18) denotes that if 
a replaceable θT2

 is operational, then it is impossible to be 
replaced. A replaceable θT2

 cannot be replaced twice and a 
spare θT1

 cannot replace two replaceable subsystems, which 
refers to Equations (19) and (20), respectively. Equation (21) 
denotes that if the replacement between θT1

 and θT2
 does not 

happen in the CSP gate when there is an available spare θT1
, 

the replaceable θT2
 is operational. Inconsistent elimination 

rules related to the CBDD based on equations (18) to (20) are 
shown in Figure 14.

G

G includes 

G :path from top 
node

H

G

0

2

(a)

1 2( , )rep
or

G

G includes 

G :path from top node

H

G

0

(b)

XXor1 2( , )rep
1 3( , )rep

3 1( , )rep

X: A fault event 
node that is  in the 

1 2( , )rep
and excludes other 
MCSs except

2[ ]jMCS

2[ ]jMCS

(a) Replacement non-occurrence   (b) Event X must occur if  an MCS with
                                                             the event occurs

Figure 14. Inconsistent elimination rules of the CBDD 

Simplification rules of CBDD considering CSP gate with 
subtrees inputs are shown in Figure 15.

According to the order of variables TP_P1 < TP_P2 < TS_
S1 < TS_S2 < rep(TS, TP), the following steps are used to build 
a CBDD based on the CFT shown in Figure 10. Subtree 1 is 
created as shown in Figure 16.

Similar to the steps in Figure 16, subtrees 2, 3, and 4 
can be built. The sub-CBDD-1 is generated by logic OR 

operation between subtrees 1 and 2, and the simplification 
rules, as shown in Figure 17.

G

X

G

G includes

G :path from 
top node

H

H

X: A fault event 
node 

G

X

HH

G

H

G1

H

G2

H

G1 G2

H

(a) (b)

(c)

1( , )rep X

(a) Replacement means the primary component fails (b) Child Nodes with 
the same parent merging (c) Child Nodes with different parents merging

Figure 15. Simplification rules of the CBDD 

AND

( , )S Prep

0 1 0 1

=
0

0 1

AND

0 1

=

( , )S Prep

0 1

(a) logic AND operation between       and         .1P— 1S—

(b) logic AND operation between               and                  .1 1P S— —
( , )S Prep

1P P— 1S S—
1P P—

1S S—

0

0 1

1P P—

1S S— 0

0

1P P—

1S S—

Figure 16. The generation of subtree 1 in Figure 10

0

0

OR
= 0

0 ( , )S Prep

0 1

1P P—

1S S—

2S S—

1P P—

1S S—

0 1

( , )S Prep

0

0

1P P—

2S S—

0 1

( , )S Prep

Figure 17. The sub-CBDD constructed by logic OR 
operation between subtrees 1 and 2

The other sub-CBDD-2 can be constructed by logic OR 
operation between subtrees 3 and 4. The final CBDD of 
the CFT is generated by logic OR operation between sub-
CBDD-1 and sub-CBDD-2, as shown in Figure 18.
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OR
1P P—

0

0 ( , )S Prep

0 1

1P P—

1S S—

2S S—

0

0 ( , )S Prep

0 1

1S S—

2S S—

=

0

0 ( , )S Prep

0 1

2P P—

1S S—

2S S—

2P P—

Figure 18. The final CBDD of the CFT is shown in Figure 10

In Figure 18, there are 4 paths from the top node to 
terminal node 1, as follows:

1 1_ _ ( , )P S S PP S repT T T T①  

1 1 2_ _ _ ( , )P S S S PP S S rep¬T T T T T②   

1 2 1_ _ _ ( , )P P S S PP P S rep¬T T T T T③   

1 2 1 2_ _ _ _ ( , )P P S S S PP P S S rep¬ ¬T T T T T T④    

The MCS can be obtained by excluding negation CBDD 
nodes from these paths. There are four MCSs, as follows:

1 1_ _ ( , )P S S PP S rep⋅ ⋅T T T T①

1 2_ _ ( , )P S S PP S rep⋅ ⋅T T T T②

2 1_ _ ( , )P S S PP S rep⋅ ⋅T T T T③

2 2_ _ ( , )P S S PP S rep⋅ ⋅T T T T④

Since these paths are mutually exclusive, the occurrence 
probability of TE4 can be computed by the following 
functions

4 1 1Pr{ } Pr{ _ _ ( , )}P S S PTE P S rep= ⋅ ⋅T T T T

1 1 2(1 Pr{ _ }) Pr{ _ _ ( , )}S P S S PS P S rep+ − ⋅ ⋅ ⋅T T T T T

1 2 1(1 Pr{ _ }) Pr{ _ _ ( , )}P P S S PP P S rep+ − ⋅ ⋅ ⋅T T T T T

1 1(1 Pr{ _ }) (1 Pr{ _ })P SP S+ − ⋅ −T T

2 2Pr{ _ _ ( , )}P S S PP S rep⋅ ⋅ ⋅T T T T

1

1 11 1 1 1
0 0

( ) ( )
p

S p

tt

P p S Sf f d d
τ

τ ττ τ
−

= ∫ ∫
1

1 1 21 1 21 2 1
0 0 0

(1 ( ) ) ( ) ( )
p

S S p

tt t

S S P p S Sf d f f d d
τ

τ τ ττ τ τ
−

+ − ⋅∫ ∫ ∫
2

1 2 11 2 11 1 2
0 0 0

(1 ( ) ) ( ) ( )
p

P S p

tt t

P P P p S Sf d f f d d
τ

τ τ ττ τ τ
−

+ − ⋅∫ ∫ ∫

1 11 11 1
0 0

(1 ( ) ) (1 ( ) )
P S

t t

P P S Sf d f dτ ττ τ+ − ⋅ −∫ ∫

2

2 22 2 2 2
0 0

( ) ( )
p

S p

tt

P p S Sf f d d
τ

τ ττ τ
−

⋅∫ ∫

5  Case Study

No. 1 Hualong auxiliary water supply is a safety-critical 
system in the nuclear power plant, which supplies water to 
the secondary side of the steam generator for exportation of 
core waste heat if the main water supply system fails. 

Figure 19 shows a DFT of the auxiliary feedwater pump 
subsystem in the No. 1 Hualong auxiliary feedwater system 
[30]. The subsystem fails if the primary electric pump fails 
and the spare pneumatic pump fails later. The primary electric 
pump fails if the pump function fails or the power subsystem 
fails. The power subsystem failure fails if the power fails and 
the diesel generator fails. The spare pneumatic pump failure 
fails if the pump function fails or the steam turbine fails.

:Electric pump
failure

TE:Subsystem failure

CSP 1

OR

P1

1

P2

OR

S1 S2

:Pneumatic pump
failure

2

CSP 2

P3

:Power 
subsystem

failure

3

Figure 19. DFT of the auxiliary feedwater pump subsystem

The DFT includes two cascade CSP gates and two logic 
OR gates. The CSP 1 gate with two subtrees inputs T1 and T2 
which are primary and spare, respectively. T1 and T2 denote 
the failure of the primary electric pump and the failure of the 
spare pneumatic pump, respectively. T3 denotes the failure of 
the power subsystem. P1 denotes the functional failure of the 
pump. P2 denotes power failure. P3 denotes the failure of the 
diesel generator. S1 and S2 respectively denote the functional 
failure of the pump and steam turbine failure.

The system fails if T2 replaces T1 then T2 occurs. T2  
occurs if S2 replaces S1 then S2 fails. The conditioning event 
expression is

1 1 3 2 1 2 3 3 3 2, , ( , )T T T TP S S P rep P P= + = + = ⋅

1 1 1 2 1 3

1 2 1 2 2 2

1 3 3 3 2

[ ] , [ ]
[ ] , [ ]
[ ] ( , )

T T T
T T
T

MCS P MCS
MCS S MCS S
MCS P rep P P

= =
= =
= ⋅
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2 2 1( , )TE rep= ⋅T T T
2 2(11)

1 2 2 1
1 1

[ ] [ ] ( , )
euqation

i j
i j

MCS MCS rep
= =

= ⋅ ⋅∑ ∑
 

T T T T

1 1 1 3 3 2

2 1 2 2 2 1

( _ _ ( , ))
( _ _ ( , ))

P P rep P P
S S rep

= + ⋅
⋅ + ⋅

T T
T T T T

1 1 2 1 2 1 1 1 2 2 2 1_ _ ( , ) _ _ ( , )P S rep P S rep+ ⋅ ⋅ + ⋅ ⋅T T T T T T T T

1 3 1 2 1 3 2 2 1_ _ _ ( , ) ( , )P S rep P P rep+ ⋅ ⋅ ⋅T T T T T

1 3 3 2 2 3 2 2 1_ _ _ ( , ) ( , )T T T T TP S rep P P rep+ ⋅ ⋅ ⋅               (22)

According to equation (22), the CFT of the auxiliary 
feedwater pump subsystem is shown in Figure 20.

TE

OR

AND 2 1( , )rep

1 1P—

AND

2 1S—

AND 2 1 3 2( , ) ( , )rep rep P P

1 2

3

2 1( , )rep

1 1P— 2 2S—

1 3 2P— — 1 3 3P— — 2 1S—

AND 2 1 3 2( , ) ( , )rep rep P P
4

1 3 2P— — 1 3 3P— — 2 2S—

Figure 20. The CFT of the auxiliary feedwater pump 
subsystem

According to the CFT and order of variables TP_P1 < T2_
S1 < T2_S2 < T1_T3_P2 < T1_T3_P3 < rep(T2, T1) < rep(P3, P2), 
the CBDD can be constructed by recursively using equation 
(16) with operations related to inconsistent elimination and 
simplification. For example, sub-CBDD-5 can be obtained 
by the logic OR operation between sub-CBDD-3 based on 
subtree 3 and sub-CBDD-4 based on subtree 4, as shown in 
Figure 21.

0
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2 1( , )rep

0

OR =2 1S—

0

1 3 3P— —

3 2( , )rep P P

10

2 1( , )rep

0 3 2( , )rep P P

10

1 3 2P— —

0
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1 3 3P— —
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2 2S—

0

0

1 3 3P— —

1 3 2P— —

2 1( , )rep

0 3 2( , )rep P P

10

0

2 1S—

2 2S—

Figure 21. The logic OR operation between sub-CBDD-3 
based on subtree 3 and sub-CBDD-4 based on subtree 4

Similarly, sub-CBDD-6 can be generated based on sub-
trees 1 and 2. The final CBDD is constructed by logic OR 
operation with sub-CBDD-5 and sub-CBDD-6, as shown in 
Figure 22.

=

0

0

1 3 3P— —

1 3 2P— —

2 1( , )rep

0 3 2( , )rep P P

10
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2 2S—
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10
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Figure 22. The final CBDD obtained by logic OR operation 
sub-CBDD-5 with sub-CBDD-6

According to the final CBDD, there are 4 paths from the 
top node to terminal node 1, as follows:

1 1 2 1 2 1_ _ ( , )P S repT T T T①  

1 1 1 2 2 1_ _ _ ( , )S SP S S rep¬T T T T T②   

1 1 2 1 1 3 2 1 3 3

2 1 3 2

_ _ _ _ _ _
( , ) ( , )
P S P P

rep rep P P
¬T T T T T T

   T T
③   

 

1 1 2 1 2 2 1 3 2

1 3 3 2 1 3 2

_ _ _ _ _
_ _ ( , ) ( , )

P S S P
P rep rep P P

¬ ¬T T T T T
  T T T T
④   

  

In path , the calculation of ¬TS_S1 probability also 
depends on the occurrence time of T1_P1. Similarly, in path 
, the calculation of ¬TS_S1 probability also depends on the 
occurrence time of T3_P3∙rep(P3, P2). Fox example, Pr{¬T2_S1 ∙ 

T1_P1} 1
0

t

Pf∫ (τP1
)(1−

1

1
0

Pt t

Sf
−

∫ (τS1
)dτS1

)dτP1
.

Set the time-to-failure distribution of all components to 
follow an exponential distribution such as fP1

(τP1
) =λP1

e−λP1
t . 

The hazard rate of components is shown in Table 3.

Table 3. The hazard rate of components in [22]
Component Hazard rate λ (/hour)

θP1
3.48 × 10−6

θP2
1.4 × 10−6

θP3
1.03 × 10−3

θS1
3.19 × 10−4

θS2
2.1 × 10−4

According to these paths, the failure probability of the 
auxiliary feedwater pump subsystem can be computed by 
equation (23).

1

1 1 1 1 1 1
0 0

Pr{ } ( ) ( )
P

S p

tt

P p S STE f f d d
τ

τ ττ τ
−

= ∫ ∫
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2 3

1 1 1 2 3 2
0
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To verify the result computed by equation (23), the 
calculation formula based on the algebraic structure-function 
of the DFT is shown as follows:

1 2 3 3 1 1 2 3 3 2

1 2

(( ( ) ) ) (( ( ) ) )
( )      

TE P P P P S P P P P S
S S

= + ⋅ ⋅ + ⋅
⋅ +

   

1 1 1 1 2 2Pr{ } Pr{( ) ( )TE P S S P S S= ⋅ + ⋅ 

2 3 1 1 2 3 2 2( ) ( ) .P P S S P P S S+ ⋅ + ⋅                        (24)

The subsystem failure probability computed by equation 
(23) with different mission times (t = 100, 300, 500, and 
900 hours) is shown in Table 4. Also, the result computed 
by equation (24) combined with PIE-method is also in Table 
4, which exactly matches the probability obtained by the 
CBDD-based method. Also, the same results as shown in 
Table 4 can be obtained by using the ABDD-based method, 
the final ABDD of the auxiliary feedwater pump subsystem is 
shown in Figure 24.

Table 4. The subsystem failure probability with different 
mission times (t)

t(hours) CBDD-based method
Algebraic structure-

function-based method

System failure probability 
100 9.1656 × 10−6 9.1656 × 10−6

300 8.1659 × 10−5 8.1659 × 10−5

500 2.2413 × 10−4 2.2413 × 10−4

900 7.0602 × 10−4 7.0602 × 10−4

The algebraic structure-function-based method needs to 
calculate (24-1) multiple integral items after using the PIE 
while considering the impact of repeated and dependent 
events. Compared to the algebraic structure-function-based 
method, the CBDD-based method only needs to calculate 
4 multiple integral items. The time-to-failure probability 
distribution of the auxiliary feedwater pump subsystem 
within 1000 hours is shown in Figure 23.

Figure 23. The time-to-failure probability distribution of 
subsystem within 1000 hours
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Figure 24. The final ABDD of the auxiliary feedwater pump 
subsystem (the variable ordering is S1< S2< P1 S1 < P1 S2 < 
P2 P3 < P3 S1 < P3 S2 )

6  Conclusion

To analyze the reliability of the cold-standby system with 
subsystems, this paper demonstrates the reliability analysis 
of the CPS gate with subtree inputs by a formulae based 
on the improved rep conditioning event. The improved rep 
conditioning can describe the replacement behavior between 
subtrees in the CSP gate. Also, new operation rules used for 
the improved conditioning event are proposed. Moreover, 
the corresponding inconsistent elimination and simplification 
rules used for the CBDD are presented. Based on the case 
study, compared to the algebraic structure-function-based 
method, the CBDD-based method has lower computational 
complexity since it can directly generate the SDPs.

In future work, we will consider the reliability analysis 
of the WSP gate with subtree inputs by using rep event while 
considering more complex cases.
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Appendix

A, B, and C are basic events of the DFT. Some parts of 
theorems used for the “ ” operation symbol in [4] are as 
follows:
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