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Abstract

New words detection, as basic research in natural 
language processing, has gained extensive concern from 
academic and business communities. When the existing 
Chinese word segmentation technology is applied in the 
specific field of tax-related finance, because it cannot 
correctly identify new words in the field, it will have an 
impact on subsequent information extraction and entity 
recognition. Aiming at the current problems in new word 
discovery, it proposed a new word detection method using 
statistical features that are based on the inner measurement 
and branch entropy and then combined with word 
vector representation. First, perform word segmentation 
preprocessing on the corpus, calculate the internal cohesion 
degree of words through statistics of scattered string mutual 
information, filter out candidate two-tuples, and then filter 
and expand the two-tuples; next, it locks the boundaries of 
new words through calculate the branch entropy. Finally, 
expand the new vocabulary dictionary according to the 
cosine similarity principle of word vector representation. 
The unsupervised neologism discovery proposed in this 
paper allows for automatic growth of the neologism lexicon, 
experimental results on large-scale corpus verify the 
effectiveness of this method.

Keywords: New word discovery, Word internal combination 
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1  Introduction

With the increasing variety of tax data resources, the 
amount of data is growing rapidly, especially the rapid growth 
of unstructured data such as electronic bills, videos, and web 
pages in recent years. It is a necessary and essential point 
for new word detection in the area of Chinese information 
processing. It is directly related, to processing problems at all 
levels. Therefore, how to distinguish new words quickly and 
accurately from the corpus is the focus of research in natural 
language processing. New words, also known as unregistered 
words, these new words have new meanings and have not 

been included in the previous dictionaries. In this article, 
unregistered words [1] are equated with new words, that is, 
words that are not separated by word segmentation tools. 

There is no unified standard definition of new words, and 
there is no universal law for their composition, so there is no 
universal method for new word identification.  In this paper, 
through experiments, using the me-vector algorithm, and 
through reasonable adjustment of parameters, we can also 
achieve good results on the small-scale corpus.

In summary, our main contributions to this work are:
(1) For the new words in combination strings unique to 

the tax-related field, we use the word segmentation 
tool to preprocess the word segmentation, and then 
use the N_gram model to expand the pre-segmented 
word string to construct a candidate set of combined 
word vector mapping when similar words are found.

(2) We use statistical features such as multi-word mutual 
information of internal associativity and adjacency 
entropy of boundary degrees of freedom to calculate 
the closeness between word strings and the clarity of 
boundary features.

(3) We use the similarity-enhanced word vector to iden-
tify new words with low frequency but rich boundary 
degrees of freedom in the corpus, and calculate the 
word with the greatest similarity through the similar-
ity measure as the expansion of the new word dictio-
nary.

We first introduce the research background and research 
status of this paper, and then explain in detail the related 
technologies used, then the overall process and pseudocode 
implementation of the algorithms mentioned in this paper, 
and finally compare the experimental performance to 
demonstrate the proposed in this paper. 

2  Research Status of Neologism Disco-
very

As the first step in the field of language processing, 
text disambiguation affects a variety of subsequent text 
analysis tasks, and neologisms, as the factor that most affects 
disambiguation accuracy [2-4], have always been the focus 
of research by scholars. Among them, neologisms are newly 
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created words or new uses of old words that have never been 
processed by the model, also known as unknown words. 
Traditional methods for new word discovery can be divided 
into two aspects based on strong supervision and weak 
supervision [5-7]. The strongly supervised identification 
method is mainly based on statistical knowledge of the 
labeled data [8].

Fu [9] et al. proposed a stable neologism recognition 
algorithm based on a survival rule model with reference to 
natural selection rules and forgetting rules and eliminated 
spam and pseudo-neologisms by analyzing the frequency 
variation of the temporal distribution of candidate word 
strings and the combined competitiveness in the linguistic 
environment. Li [10] et al. proposed a recognition system 
consisting of a combination of domain-specific neologism 
detection and word propagation for neologisms in tourism, 
combining statistical information on neologisms with data-
driven iterative algorithms such as optimization functions 
and machine learning to improve the quality of sentiment 
dictionaries. Liu [11] et al. proposed combining pseudo-
labeled data with multi-tasking to enhance the performance 
of word splitters by sharing network parameters. Strongly 
supervised discovery methods whose biggest drawback is 
the need to label the data and construct complex feature 
engineering [12] are difficult to meet production requirements 
in practice, and the accuracy is highly dependent on statistical 
analysis and training in a large-scale corpus.

Weakly supervised recognition methods have mainly 
used a combination of rule-based and lexical statistical 
information methods. Chen Fei [13] et al. proposed a series of 
statistical information quantities for discriminating new word 
boundaries and transformed the new word discovery problem 
into a word boundary determination problem by introducing 
conditional random fields (CRF). Luo [14] et al. proposed 
an unsupervised domain new word discovery method, 
which introduced LDA models into a new word recognition 
algorithm into algorithm to solve the online detection 
problem of new words. Huang [15] et al. proposed the 
introduction of a word quality assessment method for phrase 
extraction tasks into new word recognition detection. In 
today’s high-standard annotated corpus deficit environment, 
weak supervision has a wider range of applications than 
strong supervision and is also more effective and practical 
[16].

3  Related Works

3.1 Internal Statistics
The degree of internal combination of a word is a 

measure of the degree of close combination of two Chinese 
characters, which is used to measure the possibility of two 
Chinese characters forming a word [17]. As a meaningful, 
independent, and applicable language component, neologisms 
must have a higher degree of relevance between the various 
elements within the neologism. The point mutual information 
has a good effect on the calculation of binary phrases, but it is 
more difficult to divide the multi-character words larger than 
two characters into two parts [18]. To solve this problem, the 
multi-character mutual information is used to disperse the 

binary strings. The calculation formula for multi-word mutual 
information is show in (1)-(3):
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Among them, w1...wn represents a string of multiple 
characters, p(w1...wn) is the probability of w1...wn appearing in 
the corpus, and represents the average probability of different 
combinations of multi-character strings. 

A good influence, mutual information, is used in the 
calculation of two-tuples, but for multi-character words 
larger than two words that segment two parts were a tricky 
problem. In the method of this article, the result of word 
segmentation is segmented, and each word is used as a new 
unit. This effectively solves the problem of the difficulty in 
dividing the multi-character words of mutual information. 
The 4-character words “winning bid amount” and “winning 
bid supplier” are segmented into “winning bid/amount” and 
“winning bid/supplier” to calculate the word frequency and 
mutual information of these two words respectively.

Select the two tuples whose mutual information is greater 
than the threshold [19-23] as the candidate two-tuples, and 
then perform iterative statistics by expanding to the adjacent 
elements of the candidate word, until the mutual information 
of the candidate word and the right adjacent string is less 
than the mutual information threshold, then stop expanding 
to the right. The method is as follows: Suppose the position 
of the “scattered string” element is i(i = 1...n), Ci and Ci+1 
are two adjacent elements, if the mutual information value 
MI(Ci, Ci+1) is greater than the threshold MI_TH, then 
this collocation (Ci, Ci +1) is recorded as a candidate new 
word CNword (Ci, Ci+1), and expanded to the right, When 
and only when the mutual information value of Ci&Ci+1& 
Ci+2&...&Ci+m and Ci+m+1 is less than the threshold, the 
expansion stops, and Ci&Ci+1&Ci+2&... &Ci+m is counted 
into the candidate set. Take the new term “purchasing agent 
mechanism” as an example. When the binary new word 
string “purchasing agent” is counted, if it is higher than the 
threshold, it will continue to expand to the right and calculate 
the mutual information between “purchasing agent” and 
“mechanism”. Come up with the new term “purchasing agent 
mechanism”.

3.2 External Statistics
Whether two Chinese characters can form a word, in 

addition to inferring the degree of combination between 
Chinese characters, the diversity of adjacent characters of 
a word is also a measure. Information entropy is usually 
used to measure the degree of freedom of the boundary. 
In information theory, entropy is used to express the mean 
value of the uncertainty of a random variable [23-26]. The 
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greater the entropy [27-28] of a random variable, the greater 
its uncertainty, and the more information it carries. Likewise, 
the less likely it is to estimate its value correctly. 

The calculation formulas of left information entropy and 
right information entropy [29-32] are shown in (4) and (5)
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Among them: sl is the congregation of left adjacent words 
of candidate character w; sr is the congregation of right 
adjacent words of candidate character w; p(wl|w) indicates 
the conditional probability that wl is the left adjacent word 
of candidate word w; p(wr|w) indicates the conditional 
probability that wr is the right adjacent word of the candidate 
character w.

The calculation formulas of p(wl|w) and p(wr|w) are show 
in (6)
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Among them: N(wl|w) expresses the number of times 
wl and w emerge together; N(w) expresses the number of 
times  w occurrences; This is the same principle that N(w|wr) 
expresses the number of times wr and w emerge together.

Thus, if H l(w) is higher than the threshold, this 
demonstrates that the left boundary has been determined; 
The same that if Hr(w) is higher than the threshold, this 
demonstrates that the right boundary has been determined.

3.3 Word Vector Representation
Natural language refers to the language normally used 

by humans. It can be understood naturally by humans, 
but it is difficult for computers to process. Generally, we 
need to convert natural language first and express it in 
the mathematical form [33]. Among them, word vector 
representation is a very good way of mathematically 
formalizing natural language symbols.

The word vector technology is based on a large amount 
of data to represent words as dense vectors, and this vector 
can indicate the degree of semantic similarity of words. 
For similar words, their corresponding word vectors are 
also similar [34]. The word2vec model is used for word 
vector training. The algorithm uses a large amount of text to 
create a high-dimensional word representation, captures the 
relationship between words, and does not require external 
annotations. After obtaining the segmented text of the corpus, 
it is converted into the training text format of word2vec, 
which is used as the text input for model training. The type of 
neural network used when training the model is the CBOW 
model, and the model structure is shown in Figure 1.

Input layer

Hidden layer
Output layer

N-dim

V-dim

1kx

2kx

Ckx

WV N×

WV N×

WV N×

'WN V×hi

dimC V× −

Figure 1. CBOW model

In the above structural diagram, the symbols x1k , x2k , …, 
xck represent the input words, which are actually a one-hot 
vector. By constructing a dictionary, building a word index 
can be easily achieved. The dimension of the vector is the 
same as the number of words in the dictionary. The value of 
only one dimension is 1, which corresponds to the position 
of the word in the dictionary index, and the value of the 
remaining dimensions is 0. The Hidden layer is obtained by 
looking up the table. First, initialize a words vector matrix W, 
where W is a two-dimensional matrix, the dimension of rows 
is equal to the number of words in the constructed dictionary, 
and depends on factors such as the size of the specific corpus.

The number of columns is a hyperparameters, which 
is artificially set. The specific network structure diagram is 
display in the following Figure 2:

…

...

...Input Layer

Projection Layer

Output Layer

summation

1( ( ) )v Context w 2( ( ) )v Context w 3( ( ) )v Context w
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Figure 2. CBOW network structure
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There are three layers of network structure included in 
the CBOW model: input layer, projection layer, and output 
layer. Take (context(w), w) as an example, Where context(w) 
is composed of C words adjacent to w. Input layer: the word 
vector v(context(w)1),v(context(w)2) , ..., v(context(w)2c)
containing 2c words in context(w). Projection layer: the 
input layer 2c vectors are summed and accumulated xw 

=
2

1

( ( ) )
c

i
i

v context w
=
∑  ∈  Rm, output layer: corresponding to a 

binary tree, which appears in the corpus words are used as 
leaf nodes, and the number of times each word appears in 
the corpus is used as the Huffman number constructed by 
the weight. There are a total of N=D dictionary size of leaf 
nodes, conform to each word in dictionary D, and there are 
N-1 non-leaf nodes.

Due to the particularity of the bid-winning contract in 
the tax-related field, there are a large number of synonyms 
in the corpus of candidate new words, and these synonyms 
are mistakenly separated when we do the word segmentation 
tool used in data preprocessing. Therefore, we need to find 
synonyms of candidate new words in the vectorized corpus 
according to the word vector similarity principle and expand 
the new word dictionary.

Cosine distance, also known as Cosine Similarity, is used 
to measure the cosine of the angle between two vectors in a 
multi-dimensional space. In a right-angle co-ordinate system, 
assuming that the a a vector is (x1, y1) and the b vector is (x2, 
y2), then the cosine vector can be expressed in the form of 
Figure 3. A high degree of similarity is indicated when the 
angle between the vectors a and b is smaller, and when the 
angle is 0, i.e. the two vectors are equal. In contrast to the 
Euclidean distance, the cosine distance is more concerned 
with the difference between the two vectors at the directional 
level.

a

b
ɵ 

X

Y

1 1( , )x y

2 2( , )x y

Figure 3. Cosine theorem space representation

For two multidimensional vectors A = (x1, x2, x3, ...,   xn)
and B = (y1, y2, y3, ..., yn), the formula for the cosine similarity 
of the angle between them is shown in (7).
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where xi and yi are the corresponding components of the 
multidimensional vectors A and B in space, respectively.

4  Our Proposed Word Discovery Scheme 
Based on Word Vector Representation

4.1 Algorithm Flow
This study is a new word detection algorithm for bidding 

contracts in tax-related fields. Because the bidding contract 
corpus contains a massive sparse data, First, the corpus is 
preprocessed, and then the preprocessed data is segmented by 
using the Jieba word segmentation system to obtain the initial 
scattered string, measure the degree of combination of words 
within the scattered string set, expand and filter the word 
strings larger than the threshold, then, use external statistics 
to determine the final result of the new word and finally use 
the cosine similarity principle in the word vector to enlarge 
the new word dictionary.

The algorithm flow is shown in Figure 4.

Begin

Preprocessing of 
word segmentation, 
statistics of scattered 

strings, and 
construction of 
dictionary tree

Statistical word 
frequency> 
threshold

yes
Calculate the mutual 
information between 
the word string and 
the right adjacent 

string

Mutual 
information>thre

shold
no Candidate set of 

new words

Calculate the left 
and right 

information entropy 
of the word string

Is it greater than 
the threshold

Add new vocabulary

yes

Use word vector 
representation for 

synonym discovery

Expand the 
dictionary of new 

words

End

yes

Filter out candidate 
word strings that 

contain numbers and 
letters

Preliminary 
collection of new 

words

Figure 4. Algorithm flow chart

5  Performance Analysis

The corpus used in this experiment is the one hundred 
thousand bid-winning webpages published on the Chinese 
Government Procurement Network. The algorithm evaluation 
indicators used in this article are accuracy P (precision), 
recall rate R (recall), and F-measure (F-measure).

100%.N Mp
N
∩

= ×                                 (8)

100%.N MR
M
∩

= ×                                 (9)
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2 .PRF
P R

=
+

                                     (10)

Among them: N indicates the number of new words 
correctly identified; M indicates the total number of word 
strings in this experiment.

In order to verify the effectiveness of the algorithm in 
this article, two comparative experiments have been added: 
one is based on the traditional word segmentation tool jieba 
to segment the corpus, and the algorithm is based on the 
combination of the N-gram algorithm and word-internal 
combination degree and boundary freedom and the algorithm 
of this paper ME-Vector Compare. The experimental results 
are shown in Table 1. The histograms in Figure 5 and Figure 
6 show the experimental results more intuitively.

It can be seen from Table 1 and Figure 5 and Figure 6 
that the new word detection method of word vector features 
that integrates internal and external statistics proposed in this 
research has reached excellent consequences in the process of 
compound word discovery in the tax-related financial field. 
Its accuracy, recall, and F The value is improved compared 
to other algorithms. The first comparison experiment is 
to segment the corpus based on the traditional jieba word 
segmentation algorithm. The jieba word segmentation 
algorithm uses the built-in dic.txt dictionary to generate 
a trie tree, and then treats the segmented sentence, and 
generates a trie tree based on the dict.txt Directional 
acyclic graph (DAG), on the basis of this word graph, uses 
dynamic programming algorithm to generate the best path 
for segmentation, uses HMM model to identify unregistered 
words, and finally recalculates the segmentation path. Due 
to the particularity of the tax-related financial field, many 
new words are combined words. Therefore, it is difficult 
to identify combined new words using the jieba word 
segmentation algorithm without a domain dictionary. For 
example, the combined new word “winning bid amount” 
is using the jieba algorithm Time was mistakenly divided 
into two random strings of “winning bid” and “amount”; 
therefore, its accuracy rate is relatively low compared to the 
other two experiments.

The second comparative experiment is to use the 
N-gram algorithm to combine the scattered strings based on 
the segmentation of the word segmentation tool, and then 
obtain the candidate new word set by analyzing the internal 
combination of words and boundary freedom between 
adjacent scattered strings. In the case that some new words 
are misclassified by the word segmentation tool, the N-gram 
algorithm is used to combine the scattered string sets after 
the word segmentation, which solves the problem of multi-
character recognition, such as the combination of new words 
“winning bid amount” After being mistakenly divided into 
“winning bid” and “amount” by the word segmentation 
tool, the candidate string of “winning bid amount” is 
combined under the N-gram algorithm, and then the internal 
word-formation probability and external word-formation 
probability of the word are considered at the same time 
Next, the combined new word “winning bid amount” was 
identified. Although the number of correct new words that 
can be correctly identified using the N-gram+MI+BE method 

increases, it is inevitable that there will be many rubbish 
word strings in the new word set, resulting in low accuracy.

Table 1. New word discovery experiment results

Methods Precision/ % Recall/ % F-measure

Jieba 69.17 82.65 75.31

N-gram+MI+BE 72.82 84.47 78.21

ME-Vector 74.68 85.49 79.72

Figure 5. Comparative experiment 1

Figure 6. Comparative experiment 2

In the process of identifying new words and their 
compound words in tax-related fields, because there are many 
similar words in the corpus, the N-gram+MI+BE method 
cannot find the low-frequency words in the corpus well. For 
the subsequent text. The information extraction process has 
caused great problems, so the method in this paper uses the 
CBOW model in word2vec to train and represent the word 
vector, and then measures the similarity between the two 
word embedding vectors according to the cosine similarity, 
and then expands the domain dictionary. It can be seen from 
the results in Figure 7 that when the context sliding window 
is set to 3, the number of new words similar to valid words 
is overall higher than that when the window is 5, and as 
the word vector dimension increases from 25 to 200 and 
then to 300, The number of similar words in new words 
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generally showed a trend of rising first, then maintaining a 
steady or even falling trend. And it reaches the peak when 
the dimension is 200, but in conjunction with the similarity 
distribution in Figure 8, it can be seen that when the sliding 
window is fixed at 3 above when the dimension is 200, 
the total number of effective words is the highest, but the 
number of similarities is far below 50%. It is much larger 
than the case where the dimension is 100, and the similarity 
distribution of more than 50% is also far lower than the 
case where the dimension is 100. This is mainly because the 
dimension of the word vector represents the characteristics of 
the word. The increase in the dimension of the word vector 
in the early stage can be more Richly express the semantic 
information of words, to better realize the distinction of 
words, and the subsequent word vector scoring can also 
better count the collection of closely related words. However, 
if the dimensionality of the word vector is too high, the 
relationship between words will be too weakened, and the 
measure of similarity between words will be reduced. In 
addition, a too high word vector dimension can also lead to 
overfitting. Therefore, this article sets the dimension of the 
word vector to 100 and the sliding window of the context to 
3.

Figure 7. The number of effective words in different word 
vector dimensions and context windows

Figure 8. Similarity under different word vector dimensions

When the cosine distance is used to calculate the 
similarity between words, many new words will be 
recognized. For example, the synonyms of “winning bid 
amount”, “winning bid price”, “bid price”, and “winning bid 
price” cannot be recognized at all in the N-gram+MI+BE 
algorithm, and in the corpus represented by word vector, 
according to the similarity The principle can solve this 
problem well, and some long words “name of purchasing 
agency” and “name of centralized purchasing agency” are 
also identified in the similar words of “name of agency”. 

When using the similarity metric to mine low-frequency 
synonymous neologisms, many new words are identified. The 
results of the similarity word identification component of the 
winning supplier are shown in Table 2.

Table 2. Winning bid supplier synonym display

Original word string Synonyms

Winning supplier

Sold unit, vendor candidate, vendor, 
successful candidate, first sold 

candidate, name of sold unit, successful 
bidder, name of successful bidder

Name of the successful bidder, name of 
the transaction unit, supplier candidate, 

winning bidder

6  Conclusion

In the process of natural language processing, word 
segmentation is the bottom work. The accuracy of word 
segmentation is largely constrained by some unrecognized 
new words, which also has a huge impact on the subsequent 
text extraction and entity recognition. Considering that there 
are sparse data and a large number of combined new words 
in the bidding contract of tax-related field, this paper uses 
the statistical method of internal combination degree and 
boundary freedom degree to find new words in the financial 
tax related field based on Jieba word segmentation tool and 
finally expands the domain dictionary by cosine similarity 
measurement in the vectorized corpus formed by n-gram. In 
this paper, through experiments, using a me-vector algorithm, 
through reasonable adjustment of parameters, we can also 
achieve good results on the small-scale corpus. This paper 
is a preliminary work in this field. In the future, we will 
continue to increase the corpus of training word vectors, 
and combine deep learning and named entity recognition to 
further improve the accuracy of long entity recognition.
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