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Abstract

With a recent spread of intell igent information 
systems, massive data collections with a lot of repeated 
and unintentional, unwanted interference oriented data 
are gathered and a huge feature set are being operated. 
Higher dimensional inputs, on the other hand, contain 
more correlated variables, which might have a negative 
impact on model performance. In our model a Hybrid 
method of selecting feature was developed by combining 
Binary Gravitational Search Particle Swarm Optimization 
(HBGSPSO) method with an Enhanced Convolution Neural 
Network Bidirectional Long Short Term Memory (ECNN-
BiLSTM). In our proposed system, the Bidirectional Long 
Short Term Memory (BiLSTM) is introduced which extracts 
the hidden dynamic data and utilizes the memory cells to 
think of long-term historical data after the convolution 
process. In this paper, thirteen well-defined datasets are used 
from the machine learning database of UC Irvine to evaluate 
the efficiency of the proposed system. The experiments are 
conducted using K Nearest Neighbor (KNN) and Decision 
Tree (DT) which are used as classifiers to evaluate the 
outcome of selected features. The outcomes are contrasted 
and compared with the bio-enlivened calculations like 
Genetic Algorithm (GA), Grey Wolf Optimizer (GWO), and 
Optimization protocol using Particle Swarm Optimization 
(PSO).

Keywords:  Feature Selection,  Genetic Algorithm, 
Convolution Neural Network, Particle Swarm Optimization, 
Grey Wolf Optimizer

1  Introduction

Feature Selection (FS) has a significant region in data 
mining, which selects the subset of necessary features in 
the model designing. Complex features of data bring out 
the difficulty in data by achieving the common FS method 
for complex data [1]. The feasible FS methodology for big 
data in terms of specific data has been used to manage and 
analyze the application. FS contains static missing, big, 
heterogeneous, imbalanced, dynamic, and unreliable data. 
So, an essential source that has a direct influence on the 
effectiveness of knowledge discovery and other relevant 
activities would be how to pick a new function subset 
effectively [2]. The standard FS process is classified into four 
main phases, such as the production of subsets, assessment, 

outcome measures, and confirmation [3]. A subset is 
considered to be the search problem aimed at selecting the 
best subset of all-accessible. The validation is for assessing 
the quality result driven with the support of requirements 
for knowledge update; we have analyzed and represented 
the Bio-inspired algorithms for feature selection with the 
variation of numerous data [4]. The motive is to choose a 
subset of the actual high-dimensional features based on some 
performance aspects. Thus, they can save the actual features 
and generate a dimensionally decreased outcome that is 
more interpretable for domain experts [5]. Then the low-
dimensional features have been selected and during the data 
acquisition, one should need to gather or evaluate the selected 
features. This will be useful when the measurement of the 
whole feature is at a higher rate or practically not possible 
[6].

Algorithms that are affected by the biological evolution 
of actions are used by algorithms that are bio-inspired. 
They prove to be better than the classical machine learning 
algorithms, rather they can define the optimal solution of 
complex issues [7]. FS (selection of variables or attributes) 
is an approach to data mining aimed at choosing an optimal 
subset that reduces the best output about the well-organized 
scenario [8]. Here, a feature is a data attribute that denotes 
unique requirements for the data function. Since FS performs 
well for deriving the model as well as reducing the variance, 
researchers can infer and know the data pattern model more 
easily with the help of FS [9]. A good FS method must be 
accomplished in selecting a various high range of correlation 
as well as the optimal classification outcomes [10].

Compared with conventional data certain significant 
data has to be pointed, in order to gather relevant data from 
complex data concerning three characteristics, the traditional 
FS methods manage the following threefold challenge in the 
event of big data [11]. Initially, conventional FS methods 
require a significant amount of learning time, hence it is 
difficult for information processing to keep up with the big 
data transition. Big data not only has an enormous amount 
of irrelevant characteristics but also contains irrelevant 
factors with variant degrees and shapes, which greatly leads 
to the high rationality of choosing characteristics [12]. Due 
to various means of retrieval, or even failure, some data is 
forged, which further increases the difficulty of FS [13].

Current FS approaches face demanding challenges in 
various stages due to the characteristics of big data, such 
as the processing of speed of data, outlining knowledge 
implications, and managing with inadequate or noisy data 
[14]. Thus, it is of great urgency to research specific FS 
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techniques for big data. The methods available, however, 
are highly specific, and how to derive useful data based on 
resolving and analyzing these data poses severe problems 
[15]. Convolutional neural network (CNN) develops a simple 
auto-encoder to execute FS based on the reconstruction 
error [16]. It needs to refer to a simple network structure to 
confirm the error can be back propagated and the best feature 
can be studied [17]. The significant thing is that the simple 
network is also utilized for the actual data reconstruction. 
Such a network cannot design the complex manifold of data 
and proceed to high reconstruction error and non-optimal FS 
[18].

If a feature has mostly missing values, the feature itself 
can also be eliminated [19]. Next, the feature selection 
technique which selects the important data using Hybrid 
Binary Gravitational Search Particle Swarm Optimization 
(HBGSPSO) has been proposed. Generally, the search space 
of FS issues may be updated for every single dataset [20]. 
Hence, easy but effective concepts are highly emerging to 
alleviate the limitations of the gravitational search (GS) [21]. 
CNN is a deep learning algorithm which are comprised of 
input, hidden and an output layer that connects each node 
to another and has a weight and threshold associated with it 
[22]. The pre-processing needed in a convolution network is 
much lower as compared to the other classification algorithms 
[23]. Here, we use five layers such as two Convolution one 
dimensional layer and three BiLSTM layers.  Generally, 
CNN is applied to the data classification that has kernels 
of several convolutions for extracting local features of 
different sizes and Long Short Term Memory is well suited 
for classifying, processing and making predictions on time 
series data [24]. Many crossover operators are problem-
dependent and have different search abilities. Thus, it is a 
challenge to select the most efficient one to solve different 
feature selection problems, especially when the nature of 
feature selection problems is unknown in advance [25]. PSO-
based feature selection approach, which can continuously 
improve the quality of the population at each iteration. 
Specifically, a correlation guided updating strategy based on 
the characteristic of data is developed, which can effectively 
use the information of the current population to generate 
more promising solutions [26-27]. Usually, FS is modelled 
as a bi-objective optimization problem whose objectives 
are classification accuracy and number of features. One of 
the main issues in real-world applications is missing data. 
Databases with missing data are likely to be unreliable [28-
29]. In our proposed system, the BiLSTM is introduced 
which extracts the hidden dynamic data and utilize the 
memory cells to think long-term historical data after the 
convolution process. 

2  Problem Formulation 

The proposed study includes two new bio-inspired 
algorithm strategies for feature selection as well as 
classification. In Figure 1, the input is given as a dataset, and 
dataset is pre-processed. During pre-processing, it is very 
normal to have missing values in the given input dataset and 
also the irrelevant data which needs to be handled followed 

by feature selection using HBGSPSO and classification using 
CNN-BiLSTM Neural Network. BiLSTM is a technique for 
making Neural Network where the flow of information will 
happen in both forward and backward direction, through 
which we can preserve both the past and future information. 
Gravitational search algorithm (GSA) is an optimization 
algorithm which considers features as a set of masses which 
communicates with each other according to Newtonian 
gravity and laws of motion. PSO is a stochastic optimization 
technique, each particle in the swarm looks for its positional 
coordinates in the solution space, which are associated 
with the best solution that has been achieved so far by that 
particle. It is known as pbest or personal best. Another best 
value known as gbest or global best is tracked by the PSO. 
It is one of the simple and sometimes effective criteria. First, 
there is a lack of a defined but effective plan for transitioning 
from broad exploration to narrow exploitation. Next, an 
unstable equilibrium between discovery and exploitation is 
obtained, and then, searching at a progressive integration rate 
is established.

Figure 1. Overall flow of the proposed HBGSPSO with 
ECNN-BiLSTM

The disadvantages originate from the method’s 
ineffective proclivity in the last iteration, which is dedicated 
to the execution phase, while the initial two iterations can 
experience stalling and insensitive major contractions in 
the middle of the iterations, lowering the quality of the final 
approaches significantly. For the first time in the segment, 
an improved hybrid binary version of GS is suggested. 
The key constraint is to enhance the efficiency of GS in 
resolving FS issues significantly while maintaining GS 
advantages [30-31]. As a result, we proposed that the GS, 
as well as the convergence rate, need to be improved. The 
logarithmic decreasing function is used in the procedure to 
achieve a steady change in the gravitational constant. The 
notion of social thinking in PSO has been applied here, and 
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it is combined with the GS algorithm. To help the global 
best solution further improve the consistency of results 
and prevent stagnation to local optima, a mutation operator 
is implemented. Finally, we introduced the classification 
operation using an Enhanced Convolution Neural Network 
and Bidirectional Long Short Term Memory (ECNN-
BiLSTM) to categorize the selected features following the 
feature selection procedure.

There are four input layers, convolution one-dimensional 
layer (COV1D), BiLSTM, and output layer in the Figure 
2. CNN is a deep learning algorithm that can yield input 
data, assign significance to various aspects in the data, and 
be capable of differentiating one from another. The pre-
processing needed in a convolution network is much lower as 
compared to the other classification algorithms. Here, we use 
five layers such as two COV1D and three BiLSTM layers.  
Generally, CNN is applied to the data classification with 
multiple convolution layers the extraction of local features 
of different sizes and Long short term memory (LSTM) 
rectifies the temporal relationship between data which 
increases the accuracy of dynamic data. In our system, the 
BiLSTM is introduced which extracts the hidden dynamic 
data and utilizes cells to think long term historical data after 
the convolution process. The performance measures are 
evaluated using the formulation and accuracy is compared 
with the classifier algorithms including Decision Tree and K 
Nearest Neighbor.

Figure 2. Neural network architecture

In the GSA process, the population’s initialization is gen-
erated at random by n individuals, with the ith individual for-
mulated as 1 2( , ,..., )d

i i i ix x x x=  is its position with respect to 
the dth dimension. Then in the d-th dimension, individuals xi 
and xj interact with each other through the gravitational force 

( )d
ijG t  in iteration t, denoted as,
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Where P(t) denotes the gravitational constant for iteration t, 
Hi(t) and Hj(t) are the two individual masses. Kij(t) denotes 
the individual’s Euclidean distance. The factor € is 
maintained a constant. The gravitational constant P (t) is 
described as
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Where P0 represents initial value and ∞ denotes the constant. 
T and t denote the maximum iteration and the current 
iteration. The mass Hi(t) of variable xi is expressed as follows 
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Where gi(t) denotes the fitness value of individual, the worst 
and best fitness values of the current population in iteration t 
are represented by w(t) and b(t). For an individual xi, the total 
gravitational force ( )d

ijG t  from the other individual in the dth 
dimension is calculated as follows. 
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Where Kb denotes the current population, there are K best 
individuals and from n to 2, the K value decreases in a linear 
fashion. randj is an arbitrary value of the form [0,1] for the 
individual xj. The acceleration 
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Finally, the velocity ( 1)d
tv t + of the individual xi is updated to 

rearrange its position in the next iteration t+1, given as 
follows.

( 1) ( ) ( ).d d d
i i i iv t rand v t a t+ = +                       (7)

( 1) ( ) ( 1).d d d
i i ix t x t v t+ = + +                         (8)

Where  randi  indicates an arbitrary value of the form [0, 1] 
for the individual xi .

The PSO is a widely used approach derived from the 
exchange of knowledge among birds. The PSO first created 
a random population of particles, which then transferred at 
a specified velocity depending on an interchange with the 
population’s particles.

Every particle is denoted by a D-dimensional vector, 
which is randomly initialised with binary values.

               

1 2( , ,..., ) .i i i i sx x x x D S= ∈                            (9)

where  sS denotes the search space available.
The velocity is denoted by a D dimensional vector and is 

instantiated to zero

1 2( . ,..., ).i i i iv v v v D=                                (10)

Each particles best recorded personal position is saved as 
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              1 2( , ,..., ) .i i i i sxp p p p D S= ∈                        (11)

At each repetition, each particle updated its position based on 
its personal best and the global best as follows:
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Where c1 and c2 are acceleration constant. rand1 and rand2 
are random values between [0, 1]. w represents the weight. 
It regulates how the particles prior velocity influences 
the velocity in next iteration. Then w is calculated by the 
following expression.
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Where wmax and wmin are constants. Maxiter is the maximum 
number of iterations.

The S-shaped output signal, which outlines the continuous 
velocity value to the particle in the swarm, determines the 
velocity of each particle. It’s a sigmoid function that boosts 
the PSO.

,
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In Binary Valued of the GSA (BGSA) the feature 
selection maximization problem is handled in binary space, 
the direction update in the binary value of 0 or 1. In Hybrid 
GSA (HGSA) which combines real valued and binary valued 
GSA, which uses real valued parameters to optimize the 
issue in continuous space and the direction are represented as 
difference in places of continuous proportions.

The flowchart in Figure 3 and Algorithm 1 stated that 
initially divide the given data set into two set trains and test 
sets. Then set the initial swarm size and dimension. The 
computation of the acceleration constant has been done and 
initializes the population randomly for each solution. The 
fitness evaluation will be computed and the value for all 
the solutions and also the velocity of the particles has been 
updated. At last, a mutation operator is designed to aid the 
global best solution to improvise the consistency of findings 
and preventing recession to local optima.

Algorithm 1. HBGSPSO
1: Divide the given data set into two set trains and test 

set {80:20 ratios}
2: Set the initial swarm size Sl(N) and set dimension D
3: Calculate Acceleration constants c1, c2, wmax, wmin, 

Maxiter, Pc, Pm

4: Initialize the population randomly as x according to 
the equation 9 for every result and initialize velocity 
vector  ‘v’ as Dimension-zero vectors according to 
equation 10.

5: Assign t = 0
6: while t < Maxiter do

Compute fitness for all solutions using eq (5) and (6) 
7: Update the value of Pbest  and gbest

8:
     m

max
ax min .

iter
w

w
w t

w
Max

 −
 
 

= −

9: Update velocity of the particles using eq (12)
10: for i in  Sl do
11: for j in D do
12: if (v(i, j) > vmax) then
13:                 v(i, j) > vmax

14: end if
15: if (v(i, j) < vmax) then
16:  v(i, j) = − vmax

17: position updation using eq (14) and (15)
18: end for
19: end for
20: increment t by 1
21: end while
22: return gbest

Figure 3. Flowchart for HBGSPSO
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3  Experiment

The performance of HBGSPSO was tested on thirteen 
datasets taken from the UCI machine learning repository, ten 
cross fold validation is applied on the data. Where nine folds 
are used for training and validation purpose and one fold is 
used for testing purpose. The effect of the HBGSPSO with 
ECNN-BiLSTM is defined in this section. In this proposed 
job, the comparison is executed with two classifiers. The 
HBGSPSO findings were contrasted with the HGSA 
outcome. Since two classifiers are used to test the subsets 
of features and the effects within each classifier have been 
independently measured. Finally, HBGSPSO’s findings on 
the KNN classifier were matched with that of HBGSPSO’s 
findings on the DT classifier.

A system with an Intel Core i7 processor and 8GB RAM 
was utilized in all simulations. Table 1 shows all of the 
parameters used in this algorithm. Since the studies were 
based on algorithms, we recorded the average result for each 
data set. All of the algorithms in this architecture have the 
same iterations and population size for the entire system. To 
do the performance analysis, 13 distinct datasets from the 
UC Irvine database were used, with datasets with varying 
features being chosen.

Table 1. Parameter for proposed work
List of parameters

Number of max iteration = 100
move rate 0.5, 
c1, c2 = 1, 1, 
vmax search range = 4
Number of population- 30
Elite check = 1
Value between mass = 1
Value of kbest = 25

For comparative study, three performance measures are 
used, like classification accuracy, selection of features, and 
fitness value.

Average classification accuracy: This variable assesses 
the accuracy of the classifier while using the selected 
features to classify the correct class. The average accuracy is 
calculated as follows:

    

1 1

1 1 ( ).
M N

i i
j i

AvgAccuracy C L
M N= =

= =∑ ∑                (16)

Where, M seems to be the number of iterations for an 
algorithm to identify the trailing subset of feature.

Total number of dataset instances is given by N. 
Class predicted Ci, and the initial class Li.

Average Fitness: This parameter is a combination of the 
feature reduction rate and the error rate for KNN and DT. 
In the optimal solution, it’s also employed as an objective 
function to find the appropriate subset. The following formula 
is used to obtain the average fitness value:

*
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Where N indicates the number of iterations *
ifit  is the fitness 

solution for i.
Average selection size: This shows how well an algorithm 

performed as per the selection size during the feature 
selection issue rectification. The following formula is used to 
determine this: 

*
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The performance measures are explained and the 
formulation was given in the above equation.

The significant features are identified from the number 
of selected characteristics. The correlation of HGSA and 
HBGSPSO over the minimum set of relevant features on 
all datasets is shown in Table 2. It should be noted that 
HBGSPSO substantially outshines the number of selected 
features when evaluating the recorded outcome. As can be 
seen in Table 2, in 89 percent of the dataset, the suggested 
work produced the best results. HBGSPSO also demonstrated 
superior performance over the HGSA method while using the 
KNN classifier. In 68 percent of the dataset, HBGSPSO was 
able to achieve a modest reduction, while in the remaining 
datasets, HGSA performed best.

Table 2. Selected features for KNN classifier

Dataset
KNN classifier

GWO PSO GA BGSA HGSA HBGSPSO
BreastCancer 5.9 6.2 3.8 4.3 4.1 4

BreastEW 19.9 17 16.1 16.2 13.8 14
CongressEW 8.4 6.4 4.8 5.4 3.9 5

HeartEW 11.7 7.9 6.9 6.4 6.7 7
IonosphereEW 18.2 14.5 15.2 10.9 8.2 9

KrvskpEW 26.8 19.3 19.5 17 15.7 15
Lymphography 8.9 9.2 7.6 7.4 7 7

SonarEW 31.9 29.9 29.5 26 25.4 22
SpectEW 11.6 10.6 11.2 11.6 8 10
TicTacToe 8.4 7.2 5.8 8.8 8.6 9

WaveformEW 34.9 22.3 21.4 20 19.5 18
WineEW 7.8 7.6 6.9 6.2 5 5

Zoo 9.7 9 8.3 7.8 5.6 6
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Figure 4. Selected features for KNN classifi er

The  above  F igu re  4  r ep re sen t s  t he  g raph ica l 
representation of Table 3 which shows the line graph and the 
selected features have the minimal reduction KNN classifi er 
by comparing both HGSA and HBGSPSO, where y axis 
denotes the number of features. 

The amount of chosen attributes is a critical part of 
FS methodologies. Table 3 shows the relationship of 
HGSA and HBGSPSO over the entire number of chosen 
highlights across all datasets for Decision Tree classifier. 
While surveying the recorded yield, found to be seen that 
HBGSPSO model beat the quantity of chose highlights. 
HBGSPSO also demonstrated superior efficiency over the 
HGSA method when using DT classifier. In the 69 percent 
dataset, HBGSPSO was able to achieve the highest reduction, 
while HGSA performed best in the remaining datasets. These 
findings reflect HBGSPSO’s ability to classify the most 
important characteristics through search space better than 
HGSA.

Table 3. Selected features for DT classifi er

Dataset
DT classifi er

GWO PSO GA BGSA HGSA HBGSPSO
Breastcancer 4.7 4.4 3.8 2.6 3.1 3

BreastEW 15.7 14.9 15.1 12.1 7.1 13
CongressEW 10 8.4 7.1 2.7 3 4

HeartEW 7.9 6.2 6.4 3.1 3 4
IonosphereEW 20.9 17.4 15.6 13.6 7.5 10

KrvskpEW 30.3 26.4 20.2 22 20 20
Lymphography 8.4 9.1 8.3 4.8 4.1 5

SonarEW 35 28.6 28.9 27.9 8.2 16
SpectEW 14 11.4 10.9 8.5 6 9

Tic-tac-toe 7.3 7.4 7.2 7 8 9
WaveformEW 32 21.2 20.8 18.3 16.4 14

WineEW 6.7 7.5 6.2 5.1 4 5
Zoo 8 8.4 6.6 6 4.9 6

Figure 5. Selected features for DT classifi er

The  above  F igu re  5  r ep re sen t s  t he  g raph ica l 
representation of Table 3 which shows the line graph and the 
selected features have the maximum reduction DT classifi er 
by comparing both HGSA and HBGSPSO, where y axis 
represents the number of features.

4  Results

Table 4 and Figure 6 shows the accuracy classification 
of the proposed work for the KNN classifi er. The values in 
the Figure 6 are scaled to 1. The highlighted value clearly 
displays that HBGSPSO has the better accuracy for the given 
13 datasets. Moreover, it outperforms BGSA and HGSA.

Table 4. Accuracy comparisons for KNN classifier in 
percentage

Dataset
KNN classifi er

GWO PSO GA BGSA HGSA HBGSPSO
Breastcancer 98 97 97 97 97 98

BreastEW 95 94 95 97 97 98
CongressEW 92 95 94 96 96 97

HeartEW 85 79 83 86 85 88
IonosphereEW 89 88 87 90 93 95

KrvskpEW 95 96 93 97 97 98
Lymphography 83 75 81 88 89 92

SonarEW 79 76 85 89 95 97
SpectEW 83 81 86 89 91 93

Tic-tac-toe 79 78 75 79 78 86
WaveformEW 78 78 76 81 81 83

WineEW 98 93 96 99 98 99
Zoo 92 81 93 99 93 100
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Figure 6. Comparison of accuracy for KNN classifi er

Table 5. Accuracy comparisons for DT classifier in 
percentage

Dataset
DT classifi er

GWO PSO GA BGSA HGSA HBGSPSO
Breastcancer 96 94 96 96 96 97

BreastEW 94 92 95 95 96 97
CongressEW 98 94 95 98 94 98

HeartEW 80 80 83 86 81 87
IonosphereEW 94 92 92 94 96 97

KrvskpEW 98 98 95 99 99 99
Lymphography 81 77 82 86 83 92

SonarEW 79 70 80 84 86 92
SpectEW 84 81 85 89 90 92

Tic-tac-toe 81 83 85 84 86 86
WaveformEW 74 73 73 78 76 82

WineEW 95 95 96 96 96 98
Zoo 88 84 92 95 95 97

Figure 7. Comparisons of accuracy for DT classifi er

The above Table 5 and Figure 7 depicts the accuracy 
classifi cation of the proposed work (HBGSPSO) for the DT 
classifier. The values in the Figure 7 are scaled to 1. The 
highlighted value clearly displays that HBGSPSO has the 
better accuracy in the given dataset.

Table 6. Accuracy and execution time based on the 
population size 

(a) Based on the population size (100)

Population 
size/iteration

100
Selected Features 

(SF)
SF 

count Accuracy Estimated 
time (sec)

5 110001111011 8 0.925926 3.443085
7 10011010011 6 0.944444 4.467649

10 1111011100011 9 0.925926 6.078099
20 110010111011 8 0.925926 9.250468
30 1110011110011 9 0.944444 11.7489

(b) Based on the population size (150)

Population 
size/iteration

150
Selected Features 

(SF)
SF 

count Accuracy Estimated 
time (sec)

5 1000111100011 7 0.925926 3.508795
7 10011010011 6 0.944444 4.155865

10 10011010011 6 0.944444 7.171657
20 110011110010 7 0.944444 10.01144
30 10011010011 6 0.944444 7.171657

Table 7. Accuracy and execution time based on the 
population size 

(a) Based on the population size (25)

Population 
size/iteration

25
Selected Features 

(SF)
SF 

count Accuracy Estimated 
time (sec)

5 1010010111111 9 0.92593 1.26796
7 110101111011 9 0.92593 1.68409
10 10111111011 9 0.92593 2.298796
20 110011110010 7 0.94444 4.49113
30 1011011110011 9 0.925926 6.12943

(b) Based on the population size (50)

Population 
size/iteration

150
Selected Features 

(SF)
SF 

count Accuracy Estimated 
time (sec)

5 10011010011 6 0.944444 2.251476
7 111001111111 10 0.925926 3.147556
10 10011010011 6 0.944444 3.688807
20 11001111011 8 0.925926 6.864299
30 1010000110011 6 0.925926 7.955826

Table 6(a), Table 6(b), Table 7(a) and Table 7(b) show the 
Selection feature count and also the execution time for a par-
ticular population size with the number of iteration. For each 
iteration, the SF count and the execution time varies with the 
help of the feature selection approaches.
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Table 8. Comparison of HBGSPSO with KNN to other 
techniques in terms of average classifi cation accuracy

Dataset GA PSO GWO HBGSPSO
Breastcancer 95 94 97 98

BreastEW 92 93 92 98
CongressEW 89 93 93 97

HeartEW 73 74 77 88
IonosphereEW 86 87 80 95

KrvskpEW 94 94 94 98
Lymphography 75 75 74 92

SonarEW 83 80 73 97
SpectEW 75 73 82 93

Tic-tac-toe 76 75 72 86
WaveformEW 71 73 78 83

WineEW 94 93 93 99
Zoo 94 96 87 100

Table 9. Comparison of HBGSPSO with DT to other 
approaches with respect to average classifi cation accuracy

Dataset GWO GA PSO HGSA HBGSPSO
Breastcancer 97 96 96 97 98

BreastEW 93 93 93 97 98
CongressEW 93 93 92 96 97

HeartEW 77 78 78 85 88
IonosphereEW 83 81 81 93 95

KrvskpEW 95 92 94 97 98
Lymphography 70 69 74 89 92

SonarEW 72 75 73 95 97
SpectEW 82 79 82 91 93

Tic-tac-toe 72 71 73 78 86
WaveformEW 78 77 76 81 83

WineEW 92 93 93 98 99
Zoo 87 85 86 93 100

After reviewing the outputs of HBGSPSO and comparing 
it with existing procedures, the findings are correlated to 
other clearly-defined wrapping techniques. In terms of the 
consequences of classifi cation accuracy, Table 8 and Table 9 
compares the suggested approach to GWO, PSO, GSA, and 
HGSA and the results are listed, accordingly.

Figure 8. Average accuracy classifi cation

Figure 9. Average accuracy classifi cation

In Figure 8 and Figure 9, the proposed work’s accuracy 
rate is compared to that of various methodologies by scaling 
the table value of 8 and 9 to 1 respectively. Analyzing the 
outcome in the Table 8, Table 9, Figure 8 and Figure 9 above, 
it can be said that in interacting of almost all datasets, the 
HBGSPSO system can outperform other existing strategies. 
On all the data sets, the suggested wrapper achieved better 
results than the GA process. It is clear, though, that GWO, 
PSO and HGSA will be unable to demonstrate the superior 
outcome of challenging any of these datasets.

We compare our method with four latest existing methods 
like Laplacian Score (LS), Mutual Information (MI), Based 
on ReliefF (ReliefF), Fuzzy joint Mutual information 
(FJMI), Binary PSO and GSA (BPSOGSA), and found that 
HBGSPSO outperforms all the four methods in terms of 
accuracy as given in the following Table 10.

Table 10 .  Comparison of HBGSPSO four exist ing 
approaches with respect to average accuracy classifi cation

Method name Average accuracy 
on selected dataset

LS 0.9238
MI 0.8748

ReliefF 0.8958
FJMI 0.7962

BPSOGSA 0.8914
BPSOGSA 0.9345
HBGSPSO 0.9444

 5  Conclusion

In this paper, an HBGSPSO with ECCN-BiLSTM was 
proposed to handle feature selection as well as classifi cation. 
We substantially simulated the bio-inspired algorithm in a 
deep learning strategy. Various problems are listed out and 
solved using novel hybrid search optimization and enhanced 
neural network techniques and compared with the KNN and 
DT classifi er. To assess the consistency of the eff ectiveness, 
we evaluated the proposed HBGSPSO with both KNN and 
DT classifi ers as well as other standard approaches such as 
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GS, PSO, GWO, BGSA and HGSA methods. Based on 13 
benchmark datasets HBGSPSO achieved the best result in 
accuracy, HBGSPSO outperforms the other five methods 
by the range from 1.5% - 9.8% using KNN, 0.9% – 9.3% 
using DT respectively. HBGSPSO achieves highly qualified 
results than the other five methods with respect to the 
average classification accuracy by range from 0.01% - 5.7%. 
The result revealed that the proposed approaches compared 
with other significant methods outperform the accuracy and 
execution time with the selected features and the dynamic 
data are used for the process with thirteen different datasets. 
Here, we use a hybrid and enhanced classifier to classify the 
accuracy. In the future, this system will be evaluated using 
image and multimedia approaches.
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