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Abstract

In recent years, the e-sports industry has witnessed a rapid 
development, setting a wave of social and economic influence 
all over the world. Among these, multiplayer online battle 
arena (MOBA) games, represented by Dota2 account for the 
largest share in the number of games, audience, and prizes. 
As the beginning of the MOBA games, the drafting phase is 
of great importance due to its impact on the outcome of the 
game. Therefore, line-up prediction in the drafting process is 
an important research field in e-sports. Nonetheless, different 
MOBA games have different hero pools, different rules for 
drafting, and different non-player factors, while the available 
game data are sparse, hindering the prediction of line-up in 
the drafting phase. To solve this problem, we i) identify the 
key steps in lineup prediction through statistical analysis, ii) 
based on which we propose an orderless prediction method 
that achieves 7% higher accuracy than existing models, and 
iii) further improve the accuracy by 1.6% with an attention 
layer in line-up predictions. Our finding of orderless key 
steps in MOBA game lineup drafting may also be used to 
expand the lineup dataset, which is crutial to learning-based 
automatic game analysis.
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1  Introduction

Multiplayer online battle arena (MOBA) games have 
become one of the most popular game types in recent years, 
generating a revenue of 358 billion per year. Due to its social 
and economic influence among young audience, MOBA-
related e-sports have been officially admitted into the Asian 
Games in 2022. For instance, Tencent Games, who specializes 
in MOBA gaming platforms, yielded approximately $20 
billion in 2018 alone. On the other hand, in line with 
professional gaming data collected by eSportsflag, Dota2 
is the most popular Chinese e-sports, where China alone 
is represented by over one hundred professional teams [1]. 
Dota2 focuses on tactics, team coordination and skills, which 
attracts the largest participants and audiences. Before a 
game begins, both teams need to go through a hero selection 
process, which is called drafting. In this process, the coach of 
each team needs to ban or pick heroes alternatively, to form 
a powerful line-up of heroes, which will directly affect the 

outcome of a game.
Due to the complexity induced by the large hero pool 

and sophisticated rules, professional Dota2 games require 
automation to assist the analysis. Especially in the drafting 
process, given a hero pool of just moderate size, e.g., 40 
heroes, the computation complexity using a complete tree 
search method will be intractable, let alone human analysis 
[2]. 

In this line of research, existing literature on drafting 
selection can be broadly categorized into three types, namely, 
feature selection, line-up recommendation and drafting 
process prediction. At present, the features of MOBA games 
have not been fully explored in the research on the prediction 
of the drafting, resulting in a low (around 13%) prediction 
accuracy on key steps, which refers to the action steps that 
has the most impacts on the line-up. 

We focus on the drafting process, thoroughly analyze the 
stats of line-up drafting process and apply machine learning 
techniques to predict the heroes to be selected. The overall 
structure of this paper can be divided into three parts. In 
the first part, we propose key steps for the use of boxplots 
for lineup draft, and use CNN, DNN, Bi-LSTM and LSTM 
to construct the corresponding disorder prediction model, 
and the prediction accuracy is improved by 7%. In the 
second part, K-W Test in rank sum test is used to propose 
the property of identical distribution of adjacent steps and 
expand the dataset. In the third part, we introduce attention 
mechanism to improve LSTM prediction accuracy by 1.6%. 
As shown in Figure 1. The proposed model outperforms 
existing methods shedding lights on predicting roster drafts 
and game designs.

Figure 1. Structure of this paper
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2  Related Work

Research on the drafting process of MOBA games, 
mainly includes directions on feature selection, line-up 
recommendation and prediction of the drafting process.

Considering the complexity of a match in Dota2, most 
of the current feature selection work focus on representing 
heroes. Wang, Li, Xiao et al. chose 17 features to represent 
heroes in Dota2, such as hero damage, etc [3]. Zhang, et 
al. used word2vec to generate vectors to represent heroes 
in Dota2, and proposed an improved Bi-LSTM model for 
drafting recommendation [4]. These efforts show that a hero 
character is game-specific and hence not the focus of our 
study.

The line-up recommendation is similarly to the prediction 
of the drafting process we studied, but ignores the heroes 
who were banned during the drafting process. On this 
direction, Hong, Lee, Yang used neural networks to study 
the best team formation in MOBA games [5]. Similarly, 
Tanuar et al. proposed a champion recommendation system 
for League of Legends [6]. Chen et al. designed a long-term 
value estimation mechanism but also ignored the banned 
heroes [7].

On the direction of draft prediction, literature [8] and [9] 
are closest to our research, which predict the heroes selected 
in the drafting process in Dota2 or other MOBA games. 
However, these works are all single-step predictions and the 
accuracy of rolling prediction for the key steps is quite low 
(around 13%, presented in Sec. 3).

Mortelier and Rioult [10] use the LSTM to predict the 
number of surviving players in two teams within the next 
five seconds based on the player trajectories and hero’s 
trajectories in the competition, as well as the characteristics 
of all the players on the team.

Yang and Pan et al. [11] focused their attention on 

predicting the outcome of MOBA games and proposed a 
Two-Stage Spatial-Temporal Network. Although the model 
could predict the outcome of MOBA games in real time, it 
ignored the link of determining the lineup before the start of 
the games.

Zhang et al. [12] proposed a framework to accurately 
assess player level based on deep learning, which will help us 
to expand the dataset with match data from non-professional 
players in the future.

3  An Orderless Prediction Model for 
Key Steps

Draft is the first thing in MOBA games, which can be 
played in ordinary and professional game modes. This paper 
studies the professional game data of Dota2, whose drafting 
rules are shown in the Table 1, to minimize the influence 
brought by different player levels. In the drafting phase, 
Team-0 is the first team to act in draft, while Team-1 is the 
second; B is short for ban, P for pick. The draft proceeds 
from left to right. Note that once a hero is banned or picked 
by one team, the other team cannot select this hero in its draft 
any more. 

For most MOBA games, there usually exists a small 
group of heroes that are stronger than other in a particular 
meta, which are then called meta strong heroes. In the early 
stages of the line-up draft, coaches tend to ban or pick these 
powerful heroes. Consequently, the heroes that are selected.

“ban” or “pick” in the first few steps of the roster draft 
tend to concentrated on a small group of heroes. This concen-
tration phenomenon can be observed throughout the dataset, 
e.g., the professional game data of version 6.88 shown in Fig-
ure 2. The vertical axis represents the number of times a hero 
was selected (including “ban” and “pick”) in this version, and 
sorted from small to large. 

Table 1. The order of picks and bans in professional model
Step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Operation B B B B P P P P B B B B P P P P B B P P
Team-0 ● ● ● ● ● ● ● ● ● ●
Team-1 ● ● ● ● ● ● ● ● ● ●

Figure 2. Histogram of hero selection

From Figure 2, the number of selections varies greatly, 
in which some heroes were selected much more frequently 
than other heroes, namely, the meta strong heroes. However, 
the distribution of these strong heroes selected in the line-up 
drafting process is not revealed by this histogram, so further 
statistics are needed to understand the relationship between 
strong heroes and the line-up drafting process.

3.1 Statistical Analysis of Line-up Drafts 
In this section, we use descriptive statistics to analyze the 

distribution and statistical characteristics of the data, which is 
all professional game data of Dota2 under version 6.88, with 
a total of 2668 pieces obtained from the OPENDOTA (http://
www.opendota.com) platform. 
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3.1.1 Statistical Metrics
First, we group the data by roster draft steps, with each 

group containing the number of times each hero was selected 
on that group’s corresponding step. The sorting form is 
shown in Table 2, where ,i jNum  represents the number of 
times the hero  i  is selected in step  j [13].

Table 2. Line-up draft data format

Step 1 ⋯ Step 20

Hero 1 1,1Num ⋯ 1,20Num

⋯ ⋯ ⋯ ⋯

Hero 
110

110,1Num ⋯ 110,20Num

The line-up draft data is then presented in the form of a 
boxplot, also known as Box-whisker Plot, which can reflect 
the discrete distribution of one or more sets of data. 

In Figure 3, the horizontal axis represents the steps in the 
draft of the line-up, iN  on the vertical axis represents the 
number of the i-th hero selected in the N-th step. In order to 

clearly see the distribution of heroes on the entire line-up 
draft, this section takes the logarithm of iN . The inverted 
triangle represents the mean value; the five-pointed star 
represents the outliers, the upper bottom, dashed line, and 
lower bottom of the box represent the upper, middle, and 
lower quartiles of the data, respectively. 

As can be observed from Figure 3, individual outliers ap-
peared on the outside of the box towards the end of the roster 
draft session. This suggests that some teams may have chosen 
uncommon heroes as their “secret weapons”. Given that these 
choices are highly correlated with the team’s preferences, we 
exclude these outliers in this paper.
3.1.2 Identifying Key Steps

A key observation from Figure 3 is that the first six steps 
are concentrated on a small group of heroes, which can be 
considered as strong heroes in the current meta, but it is not 
the case for later steps. In the first six steps, the mean is sig-
nificantly larger than the median, which indicates that outli-
ers concentrate on the larger side. Moreover, the boxes in the 
first seven steps are wide, indicating that the data in the pre-
vious steps fluctuates greatly, while the opposite is true in the 
later steps. From the seventh step, the hero selection becomes 
scattered and hence more difficult to predict. 

Figure 3. Boxplot of hero selection

Among the first six steps, the first four steps are all “ban” 
operations, and in these steps, the heroes selected by the 
coaches do not play. Therefore, the coaches tacitly select a 
few heroes, that is, the strong meta heroes, so as not to reveal 
their plans at the beginning.

Excluding these “ban” operations, the distribution of 
the fifth, sixth and seventh steps are also very concentrated. 
Among them, the fifth step is the first time that the two teams 
can choose heroes to play. From the perspective of the coach, 
it is bound to choose the version strong hero, which is also 
the reason that the lower quartile line and lower boundary 
are almost coincidental of the fifth step. The sixth and sev-

enth steps are the other teams’ selection operation twice in a 
row, which we refer to as the key steps. Compared with other 
steps, the key steps select two heroes required by the line-up 
together, rather than one ban or pick action. As they construct 
a continuous selection that composes a large portion (2/5) of 
the line-up, it is reasonable to believe that coaches make later 
selections based on the two heroes selected in the key steps, 
which is in fact un-order. Therefore, this paper proposes to 
leverage this orderless characteristic in the prediction.

Key steps are important for both teams in the match. 
For teams that make choices in later steps, predictions about 
these steps can guide coaches and players to make rational 
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choices. For the team that chooses first, it needs to choose a 
different hero in the fifth step, which is the last step before 
the key step that hinders the selection of the team later, which 
makes the prediction in the key step slightly different. Thus, 
the predictions made based on their different choices can in 
turn guide the role selection of the first-choice team in the 
fifth step. Although we cannot determine the multiple choices 
of the first team in the fifth step, the prediction methods are 
consistent, so this paper omits the experiment of this scheme.

3.2 Neural Network Sequence Prediction Model
When choosing heroes at the key steps, the coach, who 

takes the entire line-up into consideration, does not choose 
the heroes one by one, but considers them together before 
picking. The key steps can be predicted by orderless methods. 
To emulate this human drafting, we consider four categorical 
machine learning algorithms.
3.2.1 Methods

A. LSTM
LSTM is a neural network topology structure, which can 

effectively use input data and memorize long-term data in the 
past, and hence achieved success in many sequence predic-
tion scenarios, such as natural language processing and com-
puter vision [14].

Since drafting is a multi-steps process, we use LSTM 
rolling prediction, which takes the predicted value of the 
sixth step as a feature and then predicting the seventh step, as 
shown in Figure 4. We regard the result by this method as the 
baseline.

Figure 4. LSTM rolling prediction process

Observing the orderless property of key steps, we design 
a new prediction model. Specifically, the first five step se-
quence is used as the input data, and the output of our LSTM 
is fully connected to two nodes respectively which represent 
the predicted value of the key steps as illustrated in Figure 5. 
In addition to building models based on LSTM, we also ad-
opted other methods for comparison.

B. DNN
DNN, the fully connected neural network, also known 

as the multi-layer perceptron (MLP), is the simplest neural 
network. The DNN network structure used here includes an 
input layer, a dense layer, and an output layer [15].

C. CNN
CNN, the convolutional neural network, is also one of the 

commonly used methods in sequence prediction. Compared 
with recurrent neural networks, CNN have faster training 
speed and less model complexity [16]. We construct a basic 
network based on CNN including an input layer, a convolu-
tional layer, a maximum pooling layer and a global average 
pooling layer, and the output layer for the key steps that are 
fully connected [17].

D. Bi-LSTM
Bi-LSTM is a variant of LSTM, which is composed of a 

forward and a backward LSTM [18]. The output of Bi-LSTM 
is spliced by the output of forward LSTM and the output of 
backward LSTM. In this paper, the spliced vectors are fully 
connected to the sixth and seventh steps.

Figure 5. Orderless prediction model

3.2.2 Hyperparameter Settings 
The hyperparameters of the Dota2 line-up draft prediction 

model are listed in Table 3. Values of the hyperparameters are 
obtained by experimenting on the validation set to achieve 
the lowest loss. 

Table 3. Hyperparameters for prediction models
Hyperparameters Settings
Dimensions of the hero vector 110
Hidden unit dimension of LSTM 256
Epochs 2
Learning rate 0.01
Loss function Categorical_crossen-

tropy
Optimization method Stochastic Gradient 

Descent
Batch_size 1
Output layer dimensions 110

3.3 Experiment and Result Analysis
This section introduces the experimental results and anal-

ysis of the recursive prediction model and the disordered pre-
diction model.
3.3.1 Experimental Evaluation Methods

In this experiment, one-hot coding is used to represent 
heroes, and the output of the prediction model is also a 
110-dimensional vector. Using one-hot coding to represent 
the game character can avoid the unique related attributes of 
the game character itself and the particularity of the game 
itself, which makes the method in this paper generic. Each 
dimension in the vector corresponds to the probability of 
the hero being selected. Therefore, in this experiment, the 
value of each dimension of the output vector is sorted by the 
probability of the corresponding hero, and the accuracy of 
the model prediction is calculated using hit rate. Since neural 
networks generally do not have the function of checking du-
plicates, we exclude the probability values corresponding to 
the heroes that have appeared in the sequence when sorting 
the probability values of the output vector.
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3.3.2 Comparison of Results
In this paper, the recursive prediction LSTM model is 

used as the baseline, and a single-layer LSTM is selected 
as the network layer. In practice, we find that increasing the 
number of LSTM layers does not improve prediction accu-
racy, but it increases the number of parameters and training 
time exponentially, as shown in Table 4.

 It can be seen from Table 4, increasing the number of 
layers of LSTM reduces the performance of the model, which 
may be due to the over-fitting caused by the deep number of 
layers in the network. Therefore, if not specified, the LSTM 
models adopted in the remaining of this paper are all config-
ured with one single layer. 

The prediction results of different neural network models 
are shown in Table 5. Among them, Rolling-LSTM means 

that the traditional recursive prediction model which is based 
on a single-layer LSTM (baseline), Orderless-LSTM refers 
to the un-order prediction model based on the single-layer 
LSTM. DNN, CNN, and Bi-LSTM all use the un-order pre-
diction model. 

Bi-LSTM has the highest accuracy rate, but requires the 
most training time. Bi-LSTM has fewer parameters compared 
to single-layer LSTM, because the dimension of the output 
vector generated by the forward LSTM and the backward 
LSTM are both half the length of the vector generated by the 
single-layer LSTM. CNN has the lowest complexity, but also 
the lowest accuracy. DNN performs well in both regards, i.e., 
the complexity of DNN is low and the accuracy is almost to 
the best, which can be useful in quick or real-time predic-
tions.

Table 4. Recursive LSTM model prediction results
Number of layers Prediction accuracy Train-Time/s Parameters
1 13.26% 55 404,078
2 12.18% 170 929,390
3 12.06% 480 1,454,702

Table 5. Different neural network prediction results
Architecture Rolling-LSTM Orderless-LSTM DNN CNN Bi-LSTM
Prediction accuracy 13.26% 20.38% 20.12% 15.36% 21.17%
Train_time/s 55 53 10 9 58
Parameters 404,078 404,078 169,326 113,006 273,006

4 Inter-step Selection Analysis

This section analyzes the relationship between steps on 
line-up draft. First, the line-up drafting process should be de-
scribed in statistical language. In all professional games un-
der a version, the number of times the j-th hero selected on 
the i-th step in the line-up draft is a discrete random variable, 
denoted by ,j iX , whose possible values are {1, 2, ⋯, K}, 
where K represents the number of professional games. The 
line-up draft is set to a multidimensional random variable as 
( )1 2 20, , ,X X X  composed of iX X= . Therefore, in a pro-
fessional game under a specific version, the number of times 
a hero is selected in each step of the draft is an observation of 
a  mul t id imens iona l  random var iab le ,  denoted  as 

( ),1 ,2 ,20, , ,j j jx x x

, with 
110

,1 j ij
x K

=
=∑ .

4.1 Rank Sum Test for Line-up Drafts
Through the study of key steps, this paper concludes that 

there is disorder property in hero selection of six or seven 
steps and using the corresponding disorder prediction model 
can improve the prediction accuracy. A natural thought is 
whether this property also exists in other steps. From the box-
plot that the selection of game characters exhibits a skewed 
distribution, for which we use nonparametric test to analyze 
the steps instead of parametric tests. Specifically, the K-W 
(Kruskal-Wallis) test method, which is one kind of rank sum 

test in the nonparametric test, is adopted to analyze the rela-
tionship between steps [19]. 

F o r  m  i n d e p e n d e n t  s i m p l e  r a n d o m  s a m p l e s 

1( ,..., )( 1,..., )
inX X i m= , all observations for the samples are 

merged and sorted from small to large, in which the rank is 
the serial number; ( )1, ,iR i m=   represents the rank sum of 

the in  observations of the i-th sample; the rank sum statistics 
amount is calculated as:

 ( )
2

1

12 3( 1).
1

S i
i i

R
H N

N N n=
= − +

+ ∑                    (1) 

If r data in each sample are the same, let ( )1, ,it r  be 
the number of occurrences of the i-th observation in each 
sample in all observations, and the rank sum becomes:

 

( )
( )

2

3
1

1
.

i ii

N N
H H

t t
=

′
−

=
−∑

                                          (2)

Then we have two hypotheses for line-up drafting, H0: 
the distribution of heroes being selected is the same; H1: the 
distribution of heroes being selected differs among steps. We 
select the P value method to test this hypothesis, in which 
threshold α is set to 0.05 [20]. 
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The K-W test is performed on all steps in the line-up 
draft, and the result is H = 146.8122, P = 3.0889e-22 ≪ α, so 
the null hypothesis can be rejected. That is, there are at least 
two steps in the line-up draft, and the distribution of heroes 
being selected is different.

Though not all steps on the line-up draft follow the same 
distribution, the steps can be grouped to be tested. The K-W 
test is performed on the line-up drafts after they are grouped 
from front to back, whose results are shown in Figure 6, 
where the columns represent the start steps in the group, and 
the rows represent the end steps, and the value in each cell 
represents the P value after K-W test for the group which 

contains steps from start to end.
In the lower triangle area of the Figure 6, the cell with P 

value < 0.05 is represented by 0, which means that the distri-
bution of the corresponding grouping of this cell is different 
in at least two steps. 

With the sixth and seventh steps as the boundary, the 
line-up draft can be divided into two groups with different 
distributions. This also verifies the rationality of this paper to 
identify the sixth and seventh steps as the key steps. More-
over, the P value between adjacent steps is greater than 0.05, 
indicating that the hero selection between adjacent steps is 
identically distributed. 

Figure 6. Rank sum test results

4.2 Expansion of the Training Set
Based on this property of same distribution among adja-

cent steps, this paper designs a scheme to expand the training 
dataset, the small size of which hinders many studies on 
learning-based automated analysis. Specifically, for the sec-
ond to nineteenth steps, the hero selection of each step is ex-
changed with the hero selection of the adjacent steps. In this 
way, we obtain four different training sets from the original 
training set. 

Then we compare the prediction effects of the corre-
sponding models on the same validation set, and the results 
are shown in Figure 5. The horizontal axis “Step Number” 
represents the serial number of the step, the vertical axis “Ac-
curacy” represents the average accuracy rate of the prediction 
model under ten-fold cross-validation, “base_acc” represents 
the result of the original training data set, and “bef_acc” rep-
resents the result of the augmented dataset after the predic-
tion target step is swapped with the previous step. Similarly, 

“aft_acc” represents the swapping with the next step, and “all_
acc” represents the result of swapping with both the previous 
and next steps. 

Figure 7. Predictions results
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The average value of the prediction accuracy of the four 
models is shown in Table 6.

Table 6. Four models’ average prediction accuracy
Training set Average prediction accuracy
Original training set 4.8%
the previous step 5.3%
the next step 5.2%
the previous and next steps 5.3%

Combining Figure 7 and Table 6, after exchanging the 
hero selection on adjacent steps to expand the training set, we 
see a small improvement (about 0.5%) of the model’s pre-
diction ability. Due to the small size of the original dataset, 
improvement from the expansion is limited. However, we be-
lieve that there is room for further improvement when more 
game data are available.

5 Attention-enhanced Prediction

Attention Mechanism [21], which enables neural net-
works to select specific inputs, has achieved success in the 
field of image processing [22], and natural language process-
ing [23]. Inspired by its advantage in sequence prediction 
problems, we propose to further improve the prediction accu-
racy by introducing an extra attention layer [24].

5.1 Attention Layer
In this section, we add a self-attention layer into model to 

further improve the prediction accuracy, as shown in Figure 8.
 

Figure 8. Prediction model with an attention layer

5.2 Result and Analysis
Prediction results of the attention-enhanced prediction 

model (labeled “attention_acc”) are compared with the pre-
vious model (labeled “base_acc”) in Section 3, as shown 
in Figure 8. The abscissa represents the target step which 
contains the second to twentieth steps for the convenience of 
comparison, and the ordinate represents the average accuracy 
of prediction on the validation set.

As can be seen from Figure 9, the prediction accuracy of 

the attention-enhanced model (black line) is higher through-
out the steps with an average increase of 1.6%. 

Figure 9. Prediction results w & w/o attention layer

Moreover, we find that the hero selection at most of the 
second to twentieth steps has a larger distribution of atten-
tion values on the first three steps. Two detailed analyses are 
shown in Figure 10 and Figure 11. 

Figure 10 shows one distribution, in which the target 
prediction step has great attention value on the first and third 
steps; Figure 11 shows the other distribution, in which the 
target prediction step has great attention value on the second 
step.

Figure 10. Attention distribution of thirteenth step

Figure 11. Attention distribution of fifteenth step

We highlight two observations from this result: i) The 
heroes banned by the two teams in the first three steps of the 
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line-up draft may have established the “frame” of the line-up 
draft in this game, which can be observed from the attention 
distribution map of all steps. ii) If one team bans a hero that 
restraints their line-up, this team may also pick it, preventing 
the other team from picking that hero. These two observa-
tions may seem obvious in the roster draft, but the attention 
weight shows that the roles that teams ban in the early line-up 
draft are an important factor in predicting the hero selection.

6  Conclusion

This paper studies the line-up prediction problem for 
MOBA games. Specifically, we identify the non-game-spe-
cific, rule-based factors in the drafting process to tackle the 
low prediction accuracy problem. Contributions of this paper 
can be summarized as three parts: First, we identify the key 
steps in the drafting process through descriptive statistics, by 
which we propose an orderless prediction model that outper-
forms existing methods. Second, we find that hero selections 
at adjacent steps exhibit the same distribution characteristics, 
leveraging which dataset can be expanded for learning-based 
analysis. Finally, we use attention mechanism to strengthen 
the prediction accuracy, whose values also reveal the trend 
and tactics in the drafting process. 

Other popular MOBA games, like League of Legends 
and Honour of Kings, differ slightly from Dota2 in terms 
of the rules of lineup selection, often due to different game 
designers’ understanding of first-hand selection. Moreover, 
these games are similar in terms of how the game is played, 
how the characters are portrayed, and how matches are won. 
In addition, the method adopted in this paper only uses line-
up draft sequence data and does not involve the attribute 
values of game characters, so it is a general method and can 
be easily extended to other MOBA games, which facilitates 
auto-mated analysis of games, providing useful insights to 
MOBA gamers, coaches, and game designers.
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