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Abstract

It is a new problem for deep learning to train a model on 
a small number of known targets to detect this object. Many 
recent studies are based on fine-tuning methods to solve. 
However, there is a lot of redundant information in the model 
during feature extraction, which will aggravate the difficulty 
of fine-tuning the model. Moreover, the neural network using 
the cross-entropy loss function classifier trained in few shots 
is prone to overfitting. We use the RS structure to reduce 
the number of channels in the model to reduce the repeated 
features in feature extraction. In addition, we use the Pear-
son distance function to calculate the classification loss of 
the model, to use the nonparametric method to reduce the 
number of parameters and prevent overfitting. Experimental 
results show that our method is better than the previous meth-
ods on Pascal VOC and FSOD datasets.

Keywords: Few shot object detection, Fine-tunning, 
Overfitting, Redundant information

1  Introduction

Deep learning achieves very good results in scenarios 
with sufficient data [1-2]. However, when there are few la-
beled data samples, it cannot achieve its desired effect [3]. 
The human brain and visual system can quickly learn and 
build conceptual models with a few examples, even for very 
young children with very little guidance. We believe that 
deep learning should also have this ability.

Inspired by human learning ability, few shot learning 
came into being and has been concerned and studied by many 
researchers in recent years. For example, Munkhdalai [4], Ja-
mal [5], and Sun [6] are solved using meta learning methods. 
Learn general knowledge from other samples with a large 
number of samples, and then transfer this learning ability 
to samples that have not been contacted. In this process, the 
datasets is divided into base class and new class. The base 
class has a large number of samples, and the new class has 
only a small number of samples [7]. During the training pro-
cess, the base class and the new class are divided into support 
sets and query sets at the same time. The purpose of the re-
search is to enable the network to apply the learning ability in 
the base class to the new class. 

Image classification is to output the category of the input 

picture [8-10]. Object detection is to output the category of 
the object and the location box corresponding to the object 
[11-12]. More requirements undoubtedly greatly increase the 
complexity of the model. Therefore, the previous few shot 
learning mainly focused on image classification tasks, while 
the research on few shot object detection came very late. 
The first paper on few shot detection was proposed by Kang 
[13] in 2019. In this paper, it is also the first time to use meta 
learning method to solve this problem. The object with only 
a few marker boxes is defined as new class, and the target 
with a large amount of sample data of other targets is defined 
as base class. The network trains a feature extractor on the 
basic classes that learn to learn, and then uses it to detect new 
classes.  

In this method, we use a combination of fine tuning [14] 
and metric learning [15] to detect targets. The main idea of 
network design and training comes from transfer learning. 
Previously, fine-tuning was rarely applied to few shot ob-
ject detection because it was almost impossible to fine-tune 
a large number of model parameters for a small number of 
samples. In this method, we first reduce the complexity of 
increasing duplicate features by reducing channel redundan-
cy and then increase the diversity of features to increase the 
generalization of the base class training model. Finally, we 
use the measure function [16] to reduce the parameters that 
the model needs to be fine-tuned to achieve few shot object 
detection.

The nature of few shot object detection is still object 
detection, so our model design chooses two-stage object de-
tection method [17]. One reason is that the two-stage object 
detection uses the region proposal network (RPN), which 
distinguishes the foreground from the background of the in-
put picture first, without knowing the category of the object, 
which helps to find the object of the new class in the detec-
tion. Another reason is that after ROI Pooling, the extracted 
candidate box can be measured using a measure function in 
the metric space, bringing the same kind of samples closer 
and the different kinds of samples farther away. The detection 
method is modified based on the Faster RCNN [12] network. 
The entire detection model is trained on a data-rich base 
class, then the last layers of the network are fine-tuned in a 
small number of samples of new classes and base classes, 
while the other layers are frozen to adjust the model parame-
ters. 

In general, the main contributions of this paper are sum-
marized below:
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1. We propose a few shot object detection method that in-
creases feature diversity and reduces channel redundancy. In 
this method, we increase feature diversity by flipping in the 
RS structure and use channel fusion to reduce channel redun-
dancy. In the backbone network, we use the High-resolution 
network as the feature extraction network and add parallel 
spatial and channel attention modules for each multi-layer 
feature.

2. To increase the distance between different classes and 
reduce the distance between the same classes, we use Pearson 
metric to calculate the similarity between classes and reduce 
the complexity between classes.

2  Related Works

2.1 Object Detection
In 2014, R. Grirshick [18] proposed RCNN algorithm 

based on convolutional neural network, which brought object 
detection into the era of deep learning. Since then, the field of 
object detection began to develop at an unprecedented speed. 
The object detection based on Convolutional Neural Net-
works (CNN) can be divided into two categories: two-stage 
[19] and one-stage [20-23]. The main idea of two-stage ob-
ject detection algorithm is to first extract high-quality region 
proposal using neural network, then classify and regression 
the extracted region proposal. Faster R-CNN proposed by 
the representative algorithm for S. Ren et al. Based on Fast 
R-CNN [11], this algorithm presents a region Proposal Net-
work (RPN) based on neural network to extract the region 
recommendation box, improves the generation mechanism 
of the region recommendation box, and improves the speed 
and accuracy of the algorithm significantly. Specifically, the 
algorithm first uses the backbone of feature extraction to 
extract the feature map of the input image, then RPN gener-
ates a large number of region suggestion boxes based on the 
feature map, which is then mapped back to the feature map to 
get corresponding region suggestion feature boxes. Finally, 
the classification head of the network performs classification 
and regression operations on a large number of region sug-
gestion feature boxes to get the final prediction results. That 
is, the category and corresponding position of objects on the 
input image. The two-stage object detection algorithm main-
ly focuses on the improvement of detection accuracy. The 
disadvantage is that the algorithm is more complex and the 
detection speed is slower. 

2.2 Few Shot Object Detection
The application of few shot learning in image classifi-

cation tasks has achieved relatively significant results [24]. 
Since the concept was proposed, there have been many excel-
lent few shot image classification algorithms. However, due 
to the complexity of the object detection compared with the 
image classification, only a small number of few shot object 
detection algorithms have been proposed, and most of the al-
gorithms have been improved based on the successful experi-
ence of the few shot classification algorithm. It mainly using 
the idea of metric learning, meta-learning [25-28] and fine-
tune learning. Next, we will briefly introduce the algorithm 
based on fine-tuning. 

In 2018, H. Chen et al. proposed LSTD [14] algorithm at 
AAAI conference, and the research upsurge of few shot ob-
ject detection was officially raised. First, the LSTD algorithm 
integrates the advantages of SSD [29] and Faster R-CNN in 
one structure to reduce the difficulty of knowledge transfer 
in few shot scenarios. Secondly, LSTD presents a new regu-
larization method to help knowledge migration from source 
domain to target domain. In 2020, the Fsdet [30] algorithm 
proposed by X. Wang et al. At the ICML international confer-
ence has achieved good results in few shot object detection 
in an intuitive and efficient way. As shown in Figure 1, fsdet 
algorithm proposes a two-stage fine tuning approach (TFA) 
based on transfer learning. TFA method divides the training 
of few shot object detection into two stages: the first stage is 
the base training phase. In this stage, the object detection al-
gorithm only uses the samples and labels of the base class for 
training. After training, the base model is obtained, and then 
the weights of the classification layer and regression layer of 
the prediction head of the base model are randomly initial-
ized. The second stage is the fine tuning phase. In this stage, 
the object detection algorithm uses the few shot data set with 
class balance, freezes the backbone network and RPN, and 
only allows the classification layer and regression layer of 
the prediction head to participate in the training. Using TFA 
method, we can simply and effectively make the two-stage 
object detection algorithm suitable for few shot scenarios.

Figure 1. Fine-tuning method for few shot object detection
Note. The above figure is the basic training, and the follow-
ing figure is the fine-tuning training

2.3 Metric Learning
In 2018 Karlinsky et. al [31] proposed a metric learning 

method based on representation for few shot classification. 
The authors assume that each category fits a Mixed Gaussian 
distribution in the feature space, and consider the majority of 
each component in the corresponding distribution for each 
category as a representation of that category [32-33]. By 
calculating the similarity between the features of the input 
image and the labels of each category, the probability of be-
longing to a class is obtained. Then the classification network 
is applied to the object detection model to achieve the object 
detection task based on few shot learning. Zhang et al. [34] 
think that the detection task based on metric learning is a 
conditional detection. The purpose of this task is to detect 
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the target that belongs to the same class in the given query 
image, essentially to find the most similar area in the two im-
ages. Therefore, the author introduces Bayesian conditional 
probability theory into RPN network in Faster R-CNN object 
detection model and proposes Comparison Net [34]. In 2019, 
Hsieh et al. [35] believed that the characteristics of the target 
image could provide a spatial context for distinguishing oth-
er foreground objects from backgrounds. Query images can 
provide a category context for finding more accurate detec-
tion targets. Therefore, in order to enhance the characteristics 
of new categories in query images and target images, a new 
object detection mechanism based on metric learning, co-at-
tention and co-excitation (CoAE), is proposed to improve the 
detection accuracy.

3  The Proposed Approach

3.1 Methods and Settings
In this paper, we follow the LSTD [14] to set our data 

input. It is the first paper in this field. The input data is di-
vided into base class Cb and new class Cn. Each class in the 
base class has a large number of samples, while each class 
in the new class has only k target instances. The size of k is 
generally taken as 50, 30, 10, 5, 3, 2, 1. For object detection 
dataset D (D = {x, y), x ∈ X, y ∈ Y}, where X represents in-
put picture, Y represents its label) including category Ci and 
target box position Ri. This dataset D has class C, C ∈ Cb ∪  
Cn,  Cb ∩  Cn = ϕ, Cb represents the base class category, and 
Cn represents the new class category. This paper conducts 
experimental results on Pascal VOC dataset and FOSD data-
set. Taking VOC dataset as an example, VOC dataset has 20 
categories, of which 15 categories are selected as the base 
category and the remaining 5 categories as the new category. 
We take all the targets in the 15 classes as the first stage of 
training, and in the fine-tuning stage, we select K targets in 
each class as input. Assuming that the new class in the second 

stage has n classes, the few shot object detection is regarded 
as N way-K shot. In the test, we hope that the network can get 
a good precision in both the base class and the new class, so 
we calculate the mean average precision (MAP) of all classes 
at the same time.

In this paper, we use the fine-tuning method proposed in 
FSdet [30] to solve the few shot object detection method. The 
overall design of the network is the same as the famous two-
stage network Faster RCNN. This two-stage object detection 
method first needs to extract candidate boxes, and then clas-
sify and locate the extracted candidate boxes. So it is not an 
end-to-end detection model. In the process of extracting can-
didate boxes, the two-stage network only needs to distinguish 
between foreground and background, and does not need to 
distinguish the category of foreground. In this study, since 
both the new class and the base class are foreground, this can 
solve the problem that the region proposal network trained 
on the base class can be used on the new class. As shown in 
Figure 2, the network we use is mainly consists of backbone 
network, regional candidate box, ROI pooling, its classifier 
(C) and regressor (R). We use resnet50 as the backbone net-
work to extract the features of the input image. The regional 
candidate box network is used to generate candidates, ROI 
pooling scales the candidate box to the same size, the classi-
fier is used to get the category of the target, and the regressor 
gets the coordinate position of the target.

In the training process, this method first carries out the 
first stage training in the base class. This training process, 
like the conventional two-stage object detection. After that, 
the next stage training of fine tuning is carried out in the data 
consisting of new classes and base classes that only contain 
K targets. In the fine-tuning training, because the RPN net-
work only distinguishes the foreground and background, the 
new class can also be selected by the RPN as the foreground. 
Therefore, the layer before the RPN is not trained, which can 
greatly reduce the network weight that needs to be adjusted 
in the fine-tuning training.

Figure 2. Few shot object detection method based on channel reduction and feature diversity
Note: The main framework of this network is based on Faster RCNN, and the backbone network is improved from Resnet50. 
The last several modules of Resnet50 are modified to RS structure to get a better few shot object detection structure.
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3.2 RS Structure
In the process of feature extraction of deep learning, there 

are usually many overlapping feature information, which 
leads to a lot of redundant information. This redundant infor-
mation will increase complexity for model training, and will 
lead to a lot of target noise when RPN generates candidate 
boxes. In addition, because the foreground and background 
of the target are obtained from the training of the base class, 
it can be applied to new classes, but there are often some 
differences between the new class and the base class, so we 
need to increase the diversity of the model. After the above 
consideration, we use an RS structure to increase the diversi-
ty of models and reduce the redundancy. 

The RS structure is as shown in the Figure 2, in which 
the input feature (Called F), First, a 1x1 convolution is per-
formed, and a vector is obtained by maximizing the pool of 
the obtained feature map. Then, the dimension of the ob-
tained vector is reduced to 1/32 by 1x1 convolution. Finally, 
the dimension is increased to the original dimension by 1x1 
convolution. Here, in order to increase the diversity of model 
features, we flip the obtained feature vectors. Then, the fea-
ture vectors that are not flipped and flipped are multiplied by 
the input features respectively to obtain the feature FN and 
FF. Through split, the number of channels obtained is divided 
into half of the original number, and then the corresponding 
positions are added to obtain FNA and FFA, and then reduce 
the dimension of FFA to half through 3x3 convolution. So the 
number of channels FNA is 1/2 of F and the number of chan-
nels FFA is 1/4 of F. Then concat to get Fout. So the number of 
channels is 3/4 of F. In the process of splitting and fusion, the 
feature dimension is reduced, so as to reduce the redundancy. 
The flipping process increases the diversity of features. Then, 
the final characteristic graph is obtained through a 1x1 con-
volution.

3.3 Loss Function
The loss function in this method mainly includes the loss 

trained in the base class and the loss used in the fine tuning 
training. 

In the first stage for base class training, we use the same 
loss function as in the fast RCNN, including the RPN loss 
function for extracting candidate boxs, and the classification 
and regression loss function for predicting target locations 
and categories in the whole network. The total loss is: 

L = Lrpn + Lcls + Lloc .                                                        (1)

Lrpn is the loss function of the RPN, which is a binary 
classification used to distinguish the foreground and back-
ground, and adjust the position of the anchor frame. Lcls is the 
category loss function of the classifier, and use cross entropy 
loss function. Lloc is the loss function of the regressor, and use 
L1 smooth loss function. In the fine-tuning stage, because 
there is no need to train the RPN network, RPN loss is no 
needed. However, in order to reduce the distance between 
classes and increase the distance between different classes, a 
Pearson correlation is used in the classifier. The correlation 
between the ith target of the input picture and the weight of 
each category can be expressed by the following formula. 

,
2 2

, ,1 1

[( ( ) ( ) ( )]
.

( ( ) ( ) ) ( )

i i j j
i j n n

k i k i k j k jk k

E F x F x w w
S

F x F x w w

α

= =

− −
=

− −∑ ∑
  (2)

Where Si, j is the distance between the ith target of input 
x and category j. F(x) is the input feature map. ( )iF x  is the 
average value of the instance target feature map. The weight 
matrix W ∈ Rd×c of each box category C can be written as 
[w1, w2, ..., wc], Where wc ∈ Rd is the weight vector for each 
category. Where α is a scale factor. In this experiment, we 
tried to use a multiple of 10 to 100, and finally found that 30 
was the most appropriate.

4 Experimental Results and Analysis

4.1 Experimental Setting
We adopted the setting method similar to the training in 

mtfs [6]. As shown in Figure 1, set the data of the new class 
as N way K shot, where N is the number of categories of the 
sample image and K is the number of each sample. The ex-
perimental parameters are shown in Table 1. The values of N 
and K are different in different data sets. In the VOC dataset, 
the value of N is 5, and the value of K is 1, 3, 5, 10. And it 
is divided many times. For comparison with FSOD, we set 
N=5 and K to 5, that is, five pictures in each category. Using 
the learning rate decay strategy, set the initial learning rate 
of the entire model to 0.001. Each training contains 200 iter-
ations. The step of learning rate attenuation is set to 48000.  
In recent years, the popularity of cloud computing and big 
data has provided high-performance computing power [36-
37]. This experiment is conducted on the cloud platform. 
Our experiment is implemented under Ubuntu system, using 
python programming language and Pytorch deep learning 
framework. Three NVIDIA GTX 2080ti are used in the ex-
periment.

Table 1. Simulation parameters and values
Parameters Values
New class (N) 5
Number of each category (K) 1/3/5/10
Initial learning rate 0.001
The step of learning rate attenuation 48000
Epoch 200

4.2 Training Datasets
In order to detect the effect of the model in simple scenar-

ios with a small number of categories and complex data sce-
narios with a large number of categories, VOC and fsod data-
sets are used in this paper to evaluate our method. Because 
many categories and pictures of fsod data are from coco data 
sets, and the detection results on VOC and fsod data sets can 
reflect the effect on coco data sets, this paper will not com-
pare them on coco data sets.
4.2.1 PASCAL VOC

Since VOC has 20 categories, we have constructed three 
random splits. Each split has 15 categories as the base class 
and 5 categories as the new class. The categories in this ex-



Few Shot Object Detection via a Generalized Feature Extraction Net   309

periment are set as follows: the new categories are divided as 
follows for the first time: “bird”, “bus”, “cow”, “motorbike”, 
“sofa”. The new classes of the second split are as follows: 
“aeroplane”, “bottle”, “cow”, “horse”, “sofa”. The new class-
es of the third split are as follows: “boat”, “cat”, “motorbike”, 
“sheet”, “sofa”. In each division, select 1, 3, 5, and 10 pic-
tures for each category of the new category. 
4.2.2 Few Shot Object Detection (FSOD)

The FSOD dataset is proposed in the 2020 paper FSAM 
[7]. It is a dataset specially used for few shot object detection. 
The dataset contains 1000 categories, with more than 60K 
images and 182k bounding boxes. Each category contains 
approximately 100 samples.

4.3 Comparison of Experimental Results
4.3.1 Comparison of Experimental Results on VOC

The Pascal VOC dataset contains 20 categories. Follow 
most previous methods to divide the dataset three times, 
each time including the base class and the new class. Table 2 
shows that the detection accuracy of our model basically ex-
ceeds that of the best detection model through the number of 
1, 3, 5 and 10 samples on split1, split2 and split3. Obviously, 
our model shows better performance than previous methods. 
In particular, in split2, when there is only one picture, our 
model is 6.5% better than FSOD-KT. When k is set to 10, 
our model gets a competitive result. In split1, we get the best 

result of 57.8%. In split3, we achieved the best results in 
terms of the number of one picture, and achieved competitive 
results in terms of 5 pictures and 10 pictures. According to 
the overall results, our method can learn more general knowl-
edge in few shot scenarios. In different cases (shots are 1, 3, 5, 
10), our method has the ability of stability, which means that 
it can resist the instability caused by supporting image. As 
shown in Figure 3, it is the result of the first VOC Division.

As shown in Table 3, it is obvious that our model has 
achieved the most advanced results in the object detection 
tasks of single picture, three pictures and five pictures, with 
an average improvement rate of 3%, 2.1% and 1.1% respec-
tively. In the task of 10 pictures, we also got a good result 
(52.1%).
4.3.2 Comparison of Experimental Results on FSOD

In Table 4, we compare our model with FSODAM, 
FRCNN and LSTD on the FSOD dataset. It can be seen that 
our method has certain advantages over these methods.

For fair comparison, we use the FSOD setting of 2-way 5 
shot. We train the model on the training dataset of fsod, and 
then fine tune the model. It can be seen from the displayed 
results that our model has reached the most advanced level 
on AP50 and AP75. Surprisingly, our model exceeded the 
FSODAM by 6.2% on AP50, and even exceeded the FSO-
DAM by 8.9% on the more stringent index AP75.

Figure 3. The new class detection results of our method in the first division of VOC dataset

Table 2. On VOC, divide the data set randomly three times, take 1, 2, 3, 5, and 10 for the divided data sets shot respectively, 
and get the AP50 result

Split1 Split2 Split3
Model/Shot 1 3 5 10 1 3 5 10 1 3 5 10
FSODFR [13] 14.8 26.7 33.9 47.2 15.7 22.7 30.1 39.2 19.2 25.7 40.6 41.3
MetaR-CNN 19.9 35.0 45.7 51.5 10.4 29.6 34.8 45.4 14.3 27.5 41.2 48.1
FSOD-KT [38] 27.8 46.2 55.2 56.8 19.8 38.7 38.9 41.5 29.5 38.6 43.8 45.7
Ours 29.5 48.6 53.4 57.8 26.3 42.6 43.5 52.1 30.5 40.3 44.3 46.4
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5 Conclusion

In this paper, a very simple small sample target detection 
network based on fine tuning is used. In the network, only 
the network parameters of the following layers need to be 
fine-tuned for other types of trained networks. RS structure 
is used in the network to reduce the redundancy between 
channels. In order to realize the generalization detection from 
base class to new class, RS structure also increases the diver-
sity of features. In addition, in order to reduce the fine-tuning 
parameters, reduce the intra class distance and increase the 
inter class distance, a measurement coefficient is used in the 
network to optimize. In general, this method optimizes small 
sample target detection to a certain extent, and does not bring 
revolutionary changes to small sample target detection. At 
present, the accuracy of small sample target detection is still 
not high, and it needs a long way to go in the future.
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