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Abstract

The incidence of high-energy particles into the 
semiconductor device would induce single event transients 
(SETs), which is a main threaten to MOS device. And the 
incidence distances and Linear Energy Transfers (LETs) 
have important effects on the SET current. A machine 
learning method based on Whale Optimization Algorithm-
Back Propagation neural network (WOA-BPNN) model 
considering injection distances and LETs has been proposed 
to predict SET current in this paper. And this method could 
effectively reduce the simulation time from hours to seconds 
compared to device model. The current data that predicted 
by this method has been compared with the Technology 
Computer Aided Design (TCAD) simulation result which 
obtained in the background of the 40 nm process technology, 
the regression coefficient between the predicted value based 
on the proposed method and the TCAD simulation result was 
99.76%, and the maximum integral relative error was 0.287% 
while the minimum integral relative error is 0.04%. Besides, 
the proposed method is also compared with PSO-BPNN 
(Particle Swarm Optimization, PSO) and GA-BPNN (Genetic 
Algorithm, GA), and the results demonstrated that the WOA-
BPNN has prediction accuracy and timing saving advantages 
over the other two methods.

Keywords: Single event transients (SETs), Radiation effect, 
WOA-BP, Current, SRAM

1  Introduction

As Functional errors or permanent damage can be 
induced by the incidence of high-energy particles into a 
working device [1]. The SET is a significant problem related 
to the stability of MOS devices [2]. According to Moore’s 
law, the reduction of the size of MOS devices will increase 
the sensitivity of transistors to radiation particles, and the 
SET is more harmful to devices [3-4]. Therefore, the research 
on SETs plays an important role in the security of devices. 

Generally speaking, two main models, the device model 
and compact model, are employed to study SETs. The 
Technology Computer Aided Design (TCAD) software [5], a 
device toolkit provied by SYNOPSYS, has also been widely 
used to characterize the behavior of semiconductor devices of 

SET on different semiconductor technologies. Method based 
on TCAD simulation has high accuracy, but took a lot of 
time to obtain the current generated by the incident radiation 
particles [6-9]. In addition, in order to get the experiment 
results at different injection distances, it was necessary to 
repeat the simulation many times, which cost too much 
time. Thus, this method cannot be extended to large-scale 
circuits. Other researchers studied the influence of SETs by 
establishing the compact model which was composed of 
double exponential model and diffusion/collection model. 
The double exponential current model was inserted into the 
sensitive node of the target circuit to analyze the influence 
of SETs on the circuit [10-12]. Compact model plays an 
important role in the research of SETs and can be extended 
to large-scale circuits. Compared with device model, the 
simulation speed has been greatly improved. However, 
when the feature size of Integrated Circuit (IC) steps into 
the nanometer era, the accuracy of the classic double 
exponential model, which was proposed for sub-micron 
technology, becomes no more accurate as before. And Some 
parameters of the double exponential model, such as the total 
charge collected, rise time, and fall time were not easy to 
determine [13]. Rostand et al. proposed a SET current fault 
injection model based on incident position [11]. Based on the 
traditional double exponential model, two double exponential 
current sources were inserted into the sensitive nodes in 
parallel to study the single event effect through circuit level 
simulation. Although the model predicted well in medium 
circuits, but the parameters were affected by the recovery 
current of the logic unit. Rostand et al. proposed a compact 
model considering the bipolar amplification effect [14]. 
And this model was constrained by the underlying physical 
mechanism, which was complicated to implement. Therefore, 
a time-saving and simple model is needed to predict SET 
current.

In recent years, Artificial Intelligence (AI) has been 
widely studied in various fields, but there is little research 
on particle radiation. In 2020, Balakrishnan et al. used AI 
algorithms to predict and analyze the influence of SEU type 
soft errors in a given circuit [15]. The scheme could be used 
to predict SEU type faults in large-scale circuits. In 2021, 
the application of machine learning (ML) to automatically 
identify the SETs was proposed by Loveless et al., which 
could use k-nearest neighbor (K-NN) to judge whether SETs 
exist or not, with an accuracy of 98% [16]. However, far too 
little attention has been paid to introduce machine learning to 
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model SET current.
As an algorithm for signal forward propagation and 

error back propagation, BP neural network has been widely 
used in the data fitting field [17]. However, the BP neural 
network has the shortcomings of slow convergence and easy 
to fall into local optimum [18]. In order to address the above 
problems, meta-heuristic optimization algorithms were used 
to optimize the initial weight and threshold of BP neural 
network. 

In this paper, a time-saving and simple model with 
acceptable accuracy for predicting SET current was 
presented. The transient current prediction model was based 
on WOA-BPNN, which used WOA to optimize the initial 
weight and threshold of the BP neural network. According to 
references [19-21], the incidence distances and LETs had an 
important effect on the SET current, and SET current changed 
with the incident distances and LETs. Therefore, the incident 
distances and LETs were used as the input of this model. In 
this model, TCAD simulation results were taken as samples 
to study the prediction of SET current. The experimental 
results demonstrated that this method was easy to implement 
and the simulation speed was greatly improved with an 
accepted accuracy. The method could effectively reduce the 
simulation time compared to device model and it is suitable 
when the process size of the integrated circuit reduced to 
nanoscale.

The structure of this article is as the following: Section 
II presents the algorithm flow chart of the proposed model, 
Section III introduces the model establishment and training 
process, Section IV displays the estimation result compared 
with TCAD simulations and other meta-heuristic optimization 
algorithms, like PSO-BPNN and GA-BPNN.

2   Algorithm Flow Chart
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Figure 1. The algorithm flow chart of the WOA-BPNN

The algorithm flow chart of the WOA-BP neural network 
transient current prediction model is shown in Figure 1. The 
work was mainly comprised of three parts: data extraction 
and pre-processing, BP neural network and WOA. By 

adjusting the incident distances and LETs, the SET current, 
as training data, was obtained by the incidence of particles on 
the SRAM hybrid simulation model. The BP neural network 
was used to predict the current, and the WOA was used to 
optimize the initial weight and threshold of the BP neural 
network.

3  WOA-BP Current Prediction Model

3.1 Hybrid Simulation Model of SRAM
A 6 transistor SRAM hybrid simulation model was 

established on the TCAD platform under the background of 
the 40nm process to research the effect of LETs and distances 
on the SET current. The equipment structure is shown in 
Figure 2. The NMOS radiated by radiation particles used the 
three-dimensional NMOS device model, and other devices 
used the HSPICE (Simulation Program with Integrated 
Circuit Emphasis) model. NMOS devices were calibrated 
by adjusting a series of process parameters such as source-
drain doping concentration, threshold voltage injection 
concentration and light doping leakage concentration to 
ensure the accuracy of NMOS model. Figure 3 exhibits the 
comparison of current-voltage characteristics at a working 
voltage of 1.100 V. It could be found that both are quite close 
and could be recommended for subsequent research.
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Figure 2. The equipment structure of SRAM
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Figure 3. Comparison of HSPICE and TCAD simulation 
electrical characteristic curves

On the basis of accurate three-dimensional device model, 
SET simulation analysis was performed by TCAD. Heavy 
ions vertically hit the NMOS transistor at different distances 
after 1 ns and the LET was 0.010 pC/μm. As shown in Figure 
4, as the incident distance increased, the peak value of the 
SET current decreased. On the one hand, increased electron 
and hole combination results in reduced charge collection 
when the distance increases. On the other hand, the influence 
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of the depletion region formed by the anti-biased PN junction 
between the drain and the well on the electron drift motion 
decreases with the increase of the distance, which also leads 
to less charge collection composed of charge drift motion.

As analysis above, LET and injection distance are two 
key parameters for SET analysis. 
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Figure 4. Transient current distribution at different distances 
when LET is 0.010pc/μm

3.2 BP Neural Network
As an algorithm for signal forward propagation and error 

back propagation, BP neural network has been widely used in 
the data fitting field. 

By preprocessing the input variables, the learning 
speed and quality of the neural network could be speeded 
up. In order to reduce the dynamic range and improve the 
convergence rate, standardization to preprocess data was 
utilized in this work [17]. The standardized formula is as 
follows:

 ( ),1
i

i
i ixX µ

σ
−=                                                       (1)

where iX  is the data after standardizing, ix  is the original 

value and iµ  is the mean value.
The training efficiency of BP neural network and the 

performance of this model are related with numbers of nodes 
in hidden layer. There is no definite rule to specify numbers 
of hidden layer nodes, which requires repeated experiments 
to get the best value. After a lot of training times, the BNPP 
parameters used in the proposed model were listed in Table 
1. The numbers of nodes in the first hidden layer, the second 
hidden layer and in the third layer were 15, 10, and 8, 
respectively. The parameters of the BP neural network were 
as follows: the optimizer adopted Adam Optimizer, the loss 
function selected Mean Square Error (MSE), the learning 
rate set at 0.001, and the activation function selected ReLU. 
In this work, a five-layer BP neural network was established, 
with incident distances, time and LETs as the input of the BP 
neural network and drain current as the output. The structure 
of BP neural network is shown in Figure 5. 

The loss function is as follows:

 ( )2

1

1 ˆ ,
n

i i
i

MSE y y
n =

= −∑                                             (2)

where n is the number of current data; iy  is the factual 

current data and ˆiy  is the predicted current data.

Figure 5. BP neural network structure 

Table1. BPNN parameters
Input layer 3
Hidden layer 15-10-8
Optimizer AdamOptimizer
Output layer 1
Learning rate 0.001
Iteration number 500
Activation function ReLU
Input LET, ds, time
Output SET
Loss function MSE (Mean Square Error)

3.3 The Application of WOA-BPNN on the Prediction of 
SET Current
As stated before, the BP neural network has the 

shortcomings of slow convergence and easy to fall into local 
optimum. In order to address the above problem, meta-
heuristic optimization algorithms were used to optimize the 
initial weight and threshold of BP neural network. WOA are 
particle swarm optimization algorithms that imitate the social 
behavior of a group of animals to optimize the algorithm [22]. 
Compared with other optimization algorithms, WOA has the 
advantage of simple operations, fewer parameters, and easier 
implementation. The combination of WOA algorithm with 
BPNN can further improve model accuracy and avoid falling 
into local minimum. 

WOA has three basic operators encircling prey, predation 
with spiral bubble net and seeking for prey [22-23]. The 
optimization processes of WOA were as follows:

 ● using MSE as the fitness value: (2)
 ● encircling prey: (3)-(6)
 ● predation with spiral bubble net: (7)-(8)
 ● seeking for prey: (9)

 
*( ) ( ) ,D CX t X t= −                                                   (3)

 *( 1) ( ) ,X t X t A D+ = − ⋅                                             (4)
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 2 ,A a r a= ⋅ −                                                              (5)
   

          2 ,C r= ⋅    (6)

where t is the current iteration, *X  is the location of the 
optimal solution, X  is the current location, a  drops linearly 
from 2 to 0 during iteration, r  is a random number between 
[0,1].

 *( ) ( ) ,D X t X t′ = −                                                    (7)

 
*

*

( )  if 0.5
( 1) ,

cos(2 ) ( )  if 0.5bl

X t A D p
X t

D e l X t pπ′

 − ⋅ <+ = 
⋅ ⋅ + ≥

   (8)

where b is a constant, l is a random number between [-1,1], p 
is a random number between [0,1].

 rand 

rand 

( ) ( )
,

( 1) ( )
D C X t X t
X t X t A D

 = ⋅ −


+ = − ⋅
                                     (9)

where rand X  is the random location.
Table 2 shows the main procedure of the WOA algorithm 

with above equations. 
It is easy to noted that the WOA optimization algorithm 

has a relatively simple structure, is easier to implement, and 
requires few parameters to be adjusted. The size of population 
and the number of iterations is needed to be given in advance. 
According to the definition the location of search agen ,i jX , 

where i  is the population size, and j  equals to the 
dimension of the problem. In the proposed WOA-BPNN, the 
dimension dim is the sum of the number of weights and 
thresholds which can be described as follow:

 
dim 1 1 1 2 2

2 3 3 3 ,
in h h h h h

h h h h out out
= × + + × + +

         × + + × +
                           (10)

where in and out are the numbers of nodes in the input layer 
and output layer, h1 , h2 and h3 reprensent the numbers of 
nodes in the first, second and third hidden layers, respectively. 
Used the parameter settings in Table 1, the calculated value 
of dim is 317.

Based on the analysis above, a five-layer BP neural 
network was established, with time, distances and LETs as 
the input of the BP neural network and drain current as the 
output. And corresponding parameters was given in Table 1. 
A meta-heuristic optimization algorithm, WOA, was used 
to optimize the initial weight and threshold of BP neural 
network, which just needed to set size of population and the 
maximum number of iterations.

Table 2. Pseudocode of main WOA algorithm
Initialize the whale population Xi (i=1, 2, …, n)
Calculate the fitness of each search agent
X*= the best search agent
while(t< maximum number of iterations)
    for each search agent
    Updata a, A,C, l, and p
      if1(p<0.5)
        if2(|A|<1)
         Updata the position of current search agent by (4)
    else if2(|A| ≥ 1)
         select a random search agent ( rand X )
         Updata the position of current search agent by (9)
        end if2
      elseif1 (p ≥ 0.5)
        Updata the position of current search agent by (8)
      end if1
    end for
check if any search agent goes beyond the search space
Calculate the fitness of each search agent
Updata *X  if there is a better solution
end while

4 Analysis of Prediction Results

WOA-BP neural network model was built based on 
TensorFlow framework by the language of python in the 
windows system. The operating environment of this model 
was as follows: CPU was Intel Core i5-8500, GPU was 
NVIDIA GeForce GTX 1060 5GB, python3.6, TensorFlow-
GPU 1.14.0. There were 200 simulation data with the 
distances between 0.200 μm and 0.8μm, LETs between 0.200 
pc/μm and 1.03 pc/μm which were shown in Table 3 and 
Table 4. 

Table 3. Distance of training and prediction data
Distance (μm)

0.2 0.225 0.250 0.275 0.300
0.325 0.350 0.375 0.400 0.425
0.450 0.475 0.500 0.525 0.550
0.575 0.600 0.625 0.650 0.675
0.700 0.725 0.750 0.775 0.800

Table 4. LET of training and number of prediction data
LET 0.2 0.4 0.5 0.6 0.7 0.8 0.9 1.03
num 25 25 25 25 25 25 25 25

In order to improve the generalization ability of the 
model and eliminate the correlation between data, the data 
was randomly selected as a training set and a test set at a 
ratio of 9:1. There were 200 TCAD simulation data, 180 of 
which were used for training and the remaining were used for 
testing. 

To prove the effectiveness of the model, the predicted 
results were compared with the device simulation results. R2 
is a statistical index to measure the fitting effect. The larger 
R2 is, the better the fitting effect is, indicating that the TCAD 
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simulation results match the model prediction results better, 
which is defined as 

          
( )
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where iy  is the factual results, ˆiy  is the predicted results, n is 
the number of current data, and y  is the mean value. 

In physics, the charge (Q) is obtained by integrating the 
current. When the charge accumulates to a certain threshold, 
the logic disorder of the device would happen. Therefore, the 
integration relative error ( ,I RE ) was introduced into the 
evaluation index to better measure the gap between the 
predicted value and the target value in charge accumulation, 
which is as follows:

          ,

ˆ| | ,I R
Q QE

Q
−

=    (12)

where Q  is the factual integral results (the factual charge), 

Q̂  is the predicted integral results (the predicted charge).
In order to demonstrate the performance of the proposed 

algorithm, two optimization algorithms were chosen for 
comparison. Similar to WOA, PSO is also a particle swarm 
optimization algorithm that imitate the social behavior of a 
group of animals to optimize the algorithm. In the meantime, 
a global optimization algorithm, GA, was also used for 
comparison. And, the integral relative error of charge ( ,I RE ), 
MSE and Regression coefficient (R2) were taken as metrics of 
the model accuracy.

PSO-BPNN, GA-BPNN and WOA-BPNN were at the 
same population size and iteration number, which were 20 
and 100, respectively. And the relevant parameter settings 
of BP neural network were consistent with Table 1 The 
performance of these three algorithms were listed in Table 5.

Table 5. The performance of the WOA-BP, PSO-BP and GA-
BP

Indicators WOA-BP PSO-BP GA-BP
MSE 0.0019 0.0021 0.0025

,I RE (min) 0.0004 0.0005 0.0008

,I RE (max) 0.0287 0.0445 0.0569

,I RE (mean) 0.0149 0.0193 0.0192
R2 0.9976 0.9974 0.9973

First of all, it could be seen from Table 5 that the 
Regression coefficients R2 of three algorithms are all greater 
than 0.99. And the MSE obtained by WOA-BP was 0.0019, 
while the MSE obtained by PSO-BP and GA-BP were 0.0021 
and 0.0025, respectively. Besides, three value of integral 

relative error of charge ,I RE  (min), ,I RE  mean and ,I RE  
(max) values obtained by WOA-BP algorithm were all 
smaller than those of the GA-BP and PSO-BP algorithm.

By comparing R2 and MSE, WOA-BPNN has advantages 
over other algorithms. Taking into account the above factors, 
we may draw the conclusion that the accuracy of WOA-
BPNN is higher than others.

The training and prediction time were also given for 
evaluation in Table 6. It was found that the training time 
of WOA-BP algorithm and GA-BP algorithm were much 
shorter than that of PSO-BP algorithm, while the difference 
between WOA-BP algorithm and GA-BP algorithm was 
small. It should be noted that the training time consists of 
the optimization time of the optimization algorithm and the 
training time of the BP algorithm. Although the training time 
of different models is different, the prediction time is not very 
different, about 0.3s.

Table 6. The time consumption of the WOA-BP, PSO-BP 
and GA-BP

Indicators WOA-BP PSO-BP GA-BP
Training time (h) 2.64 20.63 2.66
Prediction time (s) 0.3 0.28 0.33

                  (a) Best case                         (b) Worst case
Figure 6. Three-dimensional prediction results

Figure 6 showed the comparison between the SET current 
prediction of the WOA-BP neural network and the SET 
current of the TCAD simulation results, where the best case 
was on the left and the worst case was on the right. The 
incidence distance corresponding to the worst case is 0.20 
μm, the LET is 0.95 pc/μm, and the integral relative error 

,I RE  is the largest. The incident distance corresponding to 
the best case is 0.24 μm, the LET is 0.8 pc/μm, and the 
integral relative error ,I RE  is the smallest.

5  Conclusion

In this work, WOA-BP neural network has been proposed 
to predict SET current under different incident distances and 
LETs. According to the experiment and data analysis, the 
training time of the WOA-BP model was 2.64 hours, and the 
prediction time was 0.3 second, while the simulation time 
of TCAD was 8 hours. The time consumption was reduced 
from hours to seconds. Compared with device model, the 
prediction speed of the proposed method is greatly improved 
and time consumption by this method is reduced from hours 
to seconds with accuracy higher than 99%. Compared with 
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device and compact model, the method proposed in this 
paper is simpler and easier to implement with acceptable 
accuracy without considering the complex internal physical 
mechanism.

Compared with other meta-heuristic optimization 
algorithms, the optimization time of this model was shorter 
than that of PSO-BPNN and GA-BPNN. Average relative 
error of charges could reach 0.0149. 

At the same time, there still have some problems that 
this method needs to be further improved in fitting the peak 
value. For example, increase more training set data or further 
improve WOA performance is considered to improve the 
performance of WOA-BPNN.
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