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Abstract

Social networks contain a large number of privacy information. Personal privacy will be jeopardized if network data without privacy protection is released directly. In view of the current privacy protection technology to protect the social network, there are some problems such as low maintenance of network structure or low accuracy of network data. In order to solve these problems, this paper proposes a dynamic differential privacy algorithm for social network based on local community (DDPLA). The algorithm can divide the social network into different communities, dynamically generate privacy budgets for different communities, and then generate uncertainty graphs. Experiments show that compared with other algorithms, the social network processed by DDPLA algorithm can better balance data utility and privacy protection. Furthermore, the algorithm can better protect important nodes.
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1 Introduction

The online social network provides people with a public network platform, accelerates the dissemination of information and strengthens the connection between people [1]. However, social networks are being threatened by information attacks such as data interception, information fraud, and privacy data leakage. The node attributes of social networks contain a large amount of personal identification information of users [2]. Once an attacker recognizes such identification information, it will cause privacy leakage. In addition, even if the attacker does not know the specific content of a certain node attribute, when he has other relevant background knowledge, he can also infer the attribute information of the node by analyzing the background knowledge [3]. Therefore, how to design privacy protection algorithms to avoid the privacy disclosure of social network data is a hot issue in current research.

Nowadays, many researchers have studied the problem of privacy disclosure in social networks, and some methods such as data anonymity and differential privacy are used to protect the data [4]. Hu et al. [5] proposed an algorithm called UGDP that converts the edge weights in the weighted network structure into probability values. The UGDP algorithm adds Laplace noise to the probability value to prevent the edge weight information from being intercepted by the attacker. Huang et al. [6] proposed an algorithm called PBCN that is based on clustering and noise. This algorithm proposed a non-interactive differential privacy scheme to optimize noise distribution to achieve a desirable privacy protection level while keeping commendable data availability and execution efficiency. Dong et al. [7] consider that some communities in social networks may have important, sensitive information. Clustering algorithm is widely used in data mining [8], text analysis [9] and medical diagnosis [10]. In the existing clustering methods, Ding et al. [11] designed a novel projection method, which is convenient to maintain the triangle count with a stricter definition on the basis of node differential privacy, which makes the original graph more useful. Day et al. [12] proposed two different methods based on the aggregated histogram and cumulative histogram, and realized the release degree distribution instead of publishing the reconstructed graph structure. At the same time, a projection mechanism is designed to effectively reduce the sensitivity. Onan [13] proposed supervised hybrid clustering, which is based on cuckoo search algorithm and k-means, to partition the data samples of each class into clusters so that training subsets with higher diversities can be provided, and the presented classifier ensemble outperforms the conventional classification algorithms and ensemble learning methods for text classification. In the field of machine learning, clustering and neural networks are used in popular fields such as emotion analysis [14]. Li et al. [15] proposed a new algorithm MB-CI based on differential privacy to protect the side information in the weighted social network structure. The algorithm focuses on the protection of the edge weight sequence, and realizes the differential privacy protection of the edge weight based on the histogram combined with the idea of adding less noise in the grouping.
Toçoğlu et al. [16] proposed the combination of four classifiers of a text representation scheme (i.e. support vector machine, naive Bayes, logistic regression, and random forest algorithm) has achieved good text analysis results. Hajibad et al. [17] proposed a novel approach for general community detection through an integrated framework to extract the overlapping and non-overlapping community structures without assuming prior structural connectivity on networks. Yang et al. [18] proposed a methodology that allows them to compare and quantitatively evaluate how different structural definitions of communities correspond to ground-truth functional communities. In summary, the solutions provided by existing research have the following problems. Firstly, the protection of key nodes is hardly considered in social network protection algorithms, which only focus on protecting the structure of the whole graph, which will lead to a great chance for attackers to obtain the information of the key nodes in the graph. Secondly, most studies do not have a dynamic adaptation process for the allocation of differential privacy budgets, which will lead to a lot of budget waste. Finally, the accuracy of the community partition algorithm used in many privacy protection algorithms for community protection is low and too complex.

In this regard, in response to the above problems, this paper proposes a dynamic differential privacy algorithm for social networks based on local community (DDPLA). The DDPLA algorithm includes four stages. Firstly, the DDPLA algorithm uses structural similarity to calculate the local connection density of any two adjacent nodes in an undirected network, and then uses a local community dictation algorithm based on seed node pairs (LCDA) algorithm to divide the graph into communities. Secondly, we propose a dynamic privacy budget adaptation function to generate different privacy budgets for different communities. In the following third and fourth stages, we generate Laplace noise according to the corresponding budget and calculate the corresponding probability to generate the uncertainty graph. Simulation results show that compared with other algorithms, the social network processed by the DDPLA algorithm can better balance data utility and privacy. The uncertainty graph generated by this algorithm is more protected and better protects important nodes.

In a nutshell, the main contributions of this paper are summarized as follows:

1. DDPLA (dynamic differential privacy algorithm for social networks based on local community) is proposed to release an uncertain graph to protect the graph of a social network, achieve better protection of important nodes and reduce the loss of data accuracy of ordinary nodes. Then we prove that the algorithm satisfies differential privacy.

2. We propose a local community dictation algorithm based on seed node pairs (LCDA), and propose a dynamic differential privacy budget adaptation function to generate appropriate privacy budgets for different communities. At the same time, we provide a theory to prove the rationality of the function.

3. We choose various real-world data sets and run a large number of comparative experiments. By comparing it with the latest algorithms in this research field, we verify the superiority of the proposed algorithm.

The content of this paper is arranged as follows: Section 1 briefly introduces the research background of the algorithm proposed in this work and summarizes the innovations of this paper. Section 2 introduces the relevant basic knowledge used in this paper. Section 3 describes the detailed implementation of the DDPLA algorithm, and several logical proofs are given to verify its rationality. Through comparative experimental analysis, Section 4 verifies the superiority of the DDPLA algorithm proposed in this paper. Finally, the conclusion is in Section 5.

2 Preliminaries

2.1 Differential Privacy Model

To solve the problem that existing privacy preserving algorithms depend on certain background knowledge, Dwork et al. [19] proposed a model called differential privacy. Compared with other algorithms and theories in the field of privacy protection, the differential privacy protection model provides a more standard definition for data privacy protection. Even if the attacker has obtained all the information except the target information, the model can ensure that the attacker cannot judge whether the target information is included in the attacked data. In short, the differential privacy model does not need to rely on any assumptions to achieve privacy protection, and can resist attacks with arbitrary background knowledge to the greatest extent.

The definition of adjacent dataset and differential privacy is shown in both definition 1 and 2.

**Definition 1 (adjacent dataset [20])** If the structure of two data sets D and D’ is similar, the difference between D and D’ is only one record. That is, D and D’ are adjacent data sets.

**Definition 2 (ε-Differential privacy [20])** If a random algorithm M is given, all the output results of random algorithm m are represented by the set Range (M). For any two adjacent data sets D and D’ satisfying definition 1 and any subset S contained in the result set Range (M), if M satisfies the inequality (1), then M satisfies ε-Differential privacy.

\[
Pr[M(D)\epsilon S] \leq e^\varepsilon \times Pr[M(D')\epsilon S]. \tag{1}
\]

Where Pr [E] represents the leakage risk of event E, which depends on the value of the random algorithm M. ε represents the privacy budget allocated by differential privacy protection. The lower the degree of privacy budget ε, the higher the degree of privacy protection. In particular, when ε = 0, the output of algorithm M cannot reflect any information related to the dataset. The value of ε can also reflect the level of disruption caused by the privacy protection algorithm to data. Under the same other conditions, the smaller the value ε is, the greater the disturbance degree of differential privacy protection to the original data is, and the worse the availability of the protected data is. The core of the implementation process of differential privacy is to inject random noise into the data that needs privacy protection, and finally output the disturbance value instead of the real
value. In this way, the privacy protection of sensitive data is realized. Among them, when the differential privacy disturbs the data, the amount of random noise added is not random. These noises need to meet certain allocations, and can be quantified by using sensitivity. Sensitivity can be divided into two categories, namely global sensitivity [14] and local sensitivity [21].

2.2 The Combination Property Models of Differential Privacy

For a series of differential privacy algorithms, the combination property of differential privacy ensures the overall privacy protection.

**Property 1 (Sequence composability [22])**

Assumes that given \( k \) random algorithms \( A_1, ..., A_k \), each algorithm provides a privacy budget of \( \varepsilon_i \)-Differential privacy \( (1 \leq i \leq k) \).

For any data set \( D \), the sequence combination algorithm \( A_i(D) \) on data set \( D \) satisfies \( (P_{\varepsilon_i}) \)-Differential privacy protection.

**Property 2 (Parallel combinatorial [23])**

Assumes that given \( K \) random algorithms \( A_1, ..., A_k \), each algorithm provides a privacy budget of \( \varepsilon_i \)-Differential privacy \( (1 \leq i \leq k) \). For any data set \( D \), the parallel combinatorial algorithm \( A_i(D) \) on disjoint data sets \( \{D_1, D_2, ..., D_k\} \) satisfies \( \max(\varepsilon_i) \)-Differential privacy protection.

2.3 Uncertain Graph

**Definition 5 (Uncertain Graph)**

We use \( G(V, E) \) to label a graph, if the mapping \( P : V \rightarrow [0, 1] \) is the probability function of the existence of each edge in the edge set, then the graph \( G' = (V, P) \) is an uncertain graph about graph \( G \), where \( VP \) represents all possible vertex pairs in set \( V \), that is, \( VP = \{(V_i, V_j)\} \).

3 Algorithm Designing

3.1 Problem Solving Strategy

The existing social network privacy protection methods mainly involve three categories: data anonymity [26-28], data encryption [29] and differential privacy. Differential privacy is a privacy protection model that can resist strong background knowledge attacks. Therefore, this paper will study the privacy protection of social networks based on differential privacy protection technology.

When applying differential privacy to protect social network data, the focus is to balance the effectiveness of data and the effect of privacy protection, many existing studies achieve the effect of privacy protection by sacrificing the effectiveness of data, and few focus on the protection of key nodes. This paper considers how to protect key nodes on the premise of balancing data utility and privacy protection effects, so we first consider the community division of the network. By dividing similar nodes into the same community, it is convenient to consider the protection budget for the community as a unit.

In addition, in most studies, the privacy budget is a constant value, which means the protection of all nodes at the same level. However, the importance of each node in the graph is different. The fixed privacy budget makes the unimportant nodes waste the budget, while the important nodes are not better protected. Therefore, this paper will separately consider the protection levels of different communities. Through the dynamic differential privacy adaptation function proposed in this paper, each community will be allocated a privacy budget corresponding to the degree of protection, so as to obtain the corresponding level of protection. In addition, directly adding and deleting edges or nodes of the original graph will seriously affect the data utility of the original graph. However, by transforming the original graph into an uncertain graph, that is, the existence of edges in the original graph is determined by a probability, it can better protect the original structure. Therefore, this paper will take the original graph as the final release graph in the form of uncertain graph.

To sum up, the DDPLA algorithm will include the following four stages: Firstly, DDPLA proposed a local community division algorithm based on seed node pairs (LCDA) to divide communities. In the second stage, the privacy budget of each community will be calculated by using the dynamic privacy budget adaptation function. In the next stage, appropriate Laplace noise will be added to each community. Finally, the deterministic graph will be transformed into an uncertain graph based on the community. The main steps of the proposed algorithm in this paper are shown in Figure 1.

**Figure 1. DDPLA algorithm execution flow chart**
3.2 The LCDA Algorithm

For each node \( v_i \) in the node set \( V \), the node \( v_j \) closest to the node \( v_i \) is more likely to belong to the same community. Therefore, we regard the node pair \( s = (v_i, v_j) \) as a seed node pair. As shown in Table 1, current researchers have proposed many measures of similarity between nodes, such as Jaccard similarity and Cosine similarity. In order to reduce the complexity of the algorithm, we use the formula (2) for calculating the similarity between nodes at the edge removal stage, where \( N(v_i) \) represents the number of neighbors of \( v_i \) and \( N(v_j) \) represents the number of neighbors of \( v_j \).

\[
S(v_i , v_j) = |N(v_i) \cap N(v_j)|. \tag{2}
\]

At this stage, a local community dictation algorithm based on seed node pairs (LCDA) will divide the graph into communities. Initially, the seed node pair is composed of node \( v_i \) and the neighbor node \( v_j \) with the highest similarity among its neighbor nodes. The fitness function \( F \) will be used to construct a local community structure in the expansion phase. The description of the fitness function \( F \) is as follows. Assuming it is an unweighted undirected graph, \( v_j \) is the selected node and the seed node pair \( s = (v_i, v_j) \) is the seed node pair constructed. The calculation formula of fitness function \( F \) is shown in the formula (3), where \( v_k \) is the node to be determined whether to join the community \( s \), \( N(v_k) \) is the number of neighbors of \( v_k \).

\[
F(v_k, s) = \frac{|(N(v_i)) \cap s|}{|N(v_i)|}. \tag{3}
\]

The above fitness function \( F \) has a value range of 0 to 1. When \( F = 1 \), all elements in \( s \) are neighbor nodes of \( v_k \). The formula (3) describes the ratio between the neighbor nodes of \( v_i \) and the number of \( s \), and it can reflect the degree of association between \( v_i \)'s neighbors and the community \( s \). By using the measurement method, this stage only selects nodes that can improve internal density for the expansion of coupling seeds. Therefore, when the \( F \) value of a node is large, the node will affect \( s \), which in turn increases the local gain of the initial community.

The LCDA algorithm is mainly divided into four steps. Firstly, select a new seed node pair \((v_i, v_j)\), then use the local community adaptability function to select the neighbors of \( v_j \) to expand the seed node pair based on the idea of greed. Then, the LCDA algorithm repeats the process until all sub-communities are established. Subsequently, nodes without coupling seeds will be assigned to the largest community. After that, in the community merger phase, clusters with a large number of shared nodes will be connected, so that the final community can be obtained. Here are the detailed implementation details of the four steps of the LCDA algorithm.

1. **Seed node pair phase**

First, this phase sorts the node set \( V \) according to the input order of the nodes, and the sorting result is an ordered node set \( Vlist \). Then, a new node \( v_i \) is selected Sequentially from the ordered node set \( Vlist \), then the most similar neighbor node of the selected node \( v_i \) is calculated using formula (2), and a new coupled seed node pair is constructed. At this time, the selected node \( v_i \) can be regarded as the core of a community or the center of the community, and the neighbor node with the highest similarity to the community \( s \) is the number of neighbors of \( v_i \). The formula (3) describes the ratio between the neighbor nodes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN [23]</td>
<td>( score_{CN} =</td>
</tr>
<tr>
<td>Salton [22]</td>
<td>( score_{Salton} = \frac{</td>
</tr>
<tr>
<td>Jaccard [24]</td>
<td>( score_{Jaccard} = \frac{</td>
</tr>
<tr>
<td>AA [20]</td>
<td>( score_{AA} = \sum_{z \in V(u) \cap V(v)} \frac{1}{\log k_z} )</td>
</tr>
<tr>
<td>RA [21]</td>
<td>( score_{RA} = \sum_{z \in V(u) \cap V(v)} \frac{1}{k_z^2} )</td>
</tr>
<tr>
<td>DWC [25]</td>
<td>( cos = \frac{\sum_{i=1}^{n} (u_i \times v_i)}{\sqrt{\sum_{i=1}^{n} u_i^2} \times \sqrt{\sum_{i=1}^{n} v_i^2}} )</td>
</tr>
<tr>
<td>NWC [26]</td>
<td></td>
</tr>
</tbody>
</table>
Algorithm 1. Seed node pair phase

Input: network $G(V,E)$, the threshold $\tau$

Begin

$V_{list} \leftarrow$ sort the nodes in $V$ according to their order of appearance inputted

select a node $v_i$ from $V_{list}$

select $v_j$, the most similar neighbor of $v_i$ according to the node similarity

$V_f \leftarrow$ Perform the expansion phase for $\{v_i, v_j\}$

$V_{list} = V_{list} - V_f$

resume the algorithm from the second line until no coupled seed is selected

End

(2) Community expansion phase

The main purpose of the expansion phase is to increase the neighbors of the community center node $v_i$, and build a primary community through iteration. This phase uses formula (3) to calculate the fitness function to help select the most suitable neighbor of newly joined nodes $V_f$ to join the local coupled seed community $s$. Then, the new local community and newly joined nodes will continue to go through the expansion process. Finally, continue to repeat this process until all the remaining neighbors have not reached the threshold for joining the current local community. Among them, the threshold of the fitness function is 0.5. This makes it more likely that a node with a small number of neighboring nodes will join community $s$, while for a node with a large number of neighboring nodes, it is considered more reasonable to form a community with its neighbors if the number of nodes in $s$ does not occupy 0.5 of all neighbors. The expansion stage is shown in the description of Algorithm 2, where $i$ represents the number of the newly joined node.

Algorithm 2. Community expansion phase

Input: the graph $G = (V, E)$, seed node pair $\{v_i, v_j\}$

Output: a initial community

Begin

add $v_i$ to the nodes list numList

$i = 0$

while ($i < \text{the length of numList}$) then

$v_i \leftarrow \text{numList}[i]$

for each $v_i \in \text{neighbors of } v_i$

if $F(v_i, s) \geq 0.5$

add $v_i$ to $s$

add $v_i$ to numList

end if

end for

$i = i + 1$

end while

End

(3) Transmission phase

After the initial stage of building the community is completed, these communities are called initial communities at this time, then the remaining nodes that are not in the community need to be added to the most suitable initial community. In some cases, two nodes may not have neighbor nodes shared by both to form a seed node pair. The propagation phase assigns each of these nodes to the initial community with the largest neighbor node data.

(4) Community merger phase

The community merger phase will produce a final community based on the initial community. In the propagation phase, different communities may contain many common nodes. Research shows that there may be some overlapping nodes in social networks. Therefore, this phase will consider merging communities with a large number of shared nodes on this basis. For this reason, the phase needs to consider the conditions for community merging in the community merging stage. According to the experience of reference [30], we set the threshold to one-third of the total number of nodes in the minimum community. The community merger stage is shown in Algorithm 3.

Algorithm 3. Community merging phase

Input: initial community $C = \{c_1, c_2, ..., c_k\}$

Begin

sort $c_i \in C$ in descending order according to their length

for each $c_i \in C$

if exist $y$ in $C$ such that $(c_i \cap y) \geq (\text{len}(y)) \div 3$

add $y$ to $c_i$

end if

end for

End

3.3 Dynamic Budget Adaptation Function

The LCDA algorithm divides social networks into different communities, which contain different numbers of nodes, and the importance of nodes is different from each other. Generally speaking, if a user is very active in social network or occupies an important position in the society, he will have contact with many other users, and the degree of the node corresponding to the user will be very large. Therefore, we believe that the node with a large degree will be more important. In this paper, if the average degree of nodes in a community is greater than the average degree of the whole graph, then we think that this community is a key community. The dynamic budget adaptation function we proposed is as follows.

$$ F = \begin{cases} 
(2 - \frac{N_c \sum_{i=0}^{N_c} d_{vi}}{\sum_{i=0}^{N_c} d_{vi}}) \epsilon, & \text{if } 0 < \frac{N_c \sum_{i=0}^{N_c} d_{vi}}{\sum_{i=0}^{N_c} d_{vi}} < 2 \\
0.1 \epsilon, & \text{if } \frac{N_c \sum_{i=0}^{N_c} d_{vi}}{\sum_{i=0}^{N_c} d_{vi}} \geq 2
\end{cases} \quad (4)
$$

In the formula (4), $F$ is the dynamic budget adaptation function, $N_c$ represents the number of nodes of the whole graph, and $N_c$ represents the number of nodes of a certain community, $d_{vi}$ and $d_{vj}$ is the degree of the node, $\sum_{i=0}^{N_c} d_{vi}$ represents the sum of node degrees of a certain community, $\sum_{i=0}^{N_c} d_{vj}$ represents the sum of node degrees of the whole community.
graph. Furthermore, \( \frac{N_G \sum_{i=0}^{N_G} d_{v_i}}{N_c \sum_{i=0}^{N_c} d_{v_j}} \) is the ratio of the community average degree to the whole graph average degree. The rationality of the formula is proved as follows.

Proof 1. We assume that \( \frac{N_c \sum_{i=0}^{N_c} d_{v_j}}{N_G \sum_{i=0}^{N_G} d_{v_i}} = x \). Our dynamic adaptation function needs to make the key nodes get more protection, and appropriately reduce the interference of non key nodes so that they will not lose too much accuracy. In short, we allocate less than \( \varepsilon \) privacy budget to key communities and more than \( \varepsilon \) privacy budget to non key communities. At the same time, we can’t deviate too much from the privacy budget \( \varepsilon \) submitted by users, so we consider that the value is 1·y \( \varepsilon \) or 0·y \( \varepsilon \). The value range of \( x \) is \((0,1]\) or \( (0,\max) \), and 2-x can make the value of \( \varepsilon \) at 1·y \( \varepsilon \) or 0·y \( \varepsilon \). When \( 0 < x \leq 1 \), it indicates that the average degree of the community is less than the average degree of the whole graph, then the community is not a key community. At this time, the greater the value of \( x \), the greater the importance of the community, and the smaller the value of 2-x, the closer the privacy budget is to \( \varepsilon \), the greater the protection is. At the same time, the value of \( F \) is bigger than \( \varepsilon \), which is reasonable. When the value of \( x \) is 1·2, it indicates that the community is an important community, and 2-x will be less than 1. At this time, a budget smaller than the regular budget will be added. If the average degree of the community is larger, \( x \) will be larger and 2-x will be smaller, so the privacy budget will be smaller and the protection level will be higher, which is reasonable. Finally, we think that the community whose average degree is more than twice the average degree of the whole graph is a very important community. At this time, we allocate a privacy budget to it, because in all communities, the number of communities whose average degree is more than twice the average degree of the whole graph is very small, so there will be no great damage to the original structure of the graph.

The DDPLA algorithm will use the Dynamic Budget Adaptation function to calculate the privacy budget for each community after the LCDA algorithm divides the community, so as to prepare for adding noise in the next step. The algorithm for this step is as follows (Algorithm 4).

### 3.4 Disturbance Stage

At this stage, we will add Laplacian noise to each community according to their respective privacy budget to meet the differential privacy. Then a probability value is generated according to the noise and assigned to the corresponding edge. Finally, we take the obtained uncertainty graph as the final release graph. After the implementation of the previous step, we have obtained the privacy budget adapted to each community. These privacy budgets are related to the importance of each community. The more important community will be allocated a smaller privacy budget, while the less important community will have a larger privacy budget. The DDPLA algorithm will generate noise at each edge of a node in the community according to each community’s own budget, then convert this noise into probability. The specific algorithm is shown in Algorithm 5.

As shown in Algorithm 5, the input parameter communities is the output of the LCDA algorithm, budget_list is the calculation result of the dynamic budget adaptation function, and the data of communities and budget_list correspond one by one. At this stage, DDPLA use probability calculation function \( \Pr[y] \) to generate probability \( p \), and assign \( p \) to the corresponding edge \( e \) of node in a community. The probability calculation function \( \Pr[y] \) is shown in formula (5), where \( b = \Delta f/\varepsilon \) and \( y \) is the noise generated by Laplace \( (\Delta f/\varepsilon) \), we assume that sensitivity \( \Delta f = 1 \).

Algorithm 4. Dynamic budget calculate

**Input:** the communities output by LCDA algorithm

**Output:** budget_list of comunities

**Begin**

for \( ci \in \) communities

\[ x = \frac{N_G \sum_{i=0}^{N_G} d_{v_i}}{N_c \sum_{i=0}^{N_c} d_{v_j}} \]

if \( 0 < x < 2 \)

add \( 2-x \varepsilon \) to \( \text{budget_list}[i] \)

end if

if \( x >= 2 \)

add \( 0.1 \varepsilon \) to \( \text{budget_list}[i] \)

end if

end for

**End**

Algorithm 5. Disturbance stage

**Input:** Communities, budget_list, G(V, E)

**Output:** uncertain Graph \( G'(V, P) \)

**Begin**

processed_list = null

for the \( i \)-th community \( Ci \) in \( \in \) Communities

\( \text{budget} = \text{budget_list}[i] \)

edges = the edges of \( Ci \)

for each \( v \in Ci \)

for \( e \in \text{edges} \)

while \( (y = \text{Laplace}(\Delta f/\varepsilon) < 0) \)

\( p = \Pr[y] \)

add \( p \) to edge \( e \)

end for

end for

**End**

\[ \Pr[y] = \frac{1}{2b} e^{\frac{|x|}{b}} dx. \] (5)

The rationality of the formula is proved as follows.
3.5 Algorithm Privacy Analysis

This section will give the proof that the DDPLA algorithm satisfies differential privacy. Since the operation of converting noise value into probability value belongs to the post technology of differential privacy, it is only necessary to prove that the original graph to noise graph meet the differential privacy.

Proof 2. \( P[y] = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx = 1 - e^{-\frac{\epsilon^2}{2}} \), which means \( P[y] > 0.5 \), and if the privacy budget is small, the value of noise is wider, the greater the probability of getting a smaller value of \( P[y] \). On the contrary, if the privacy budget is larger, the value of noise is relatively small, the greater the probability of getting a larger value of \( P[y] \). In other words, if the privacy budget of the edge in the graph is very small, it means that it is an important edge, and the probability of it appearing in the uncertain graph should be small. On the contrary, the same is true, so the formula is reasonable.

3.6 Algorithm Calculation Cost Analysis

This section will analyze the computational cost of the DDPLA algorithm proposed in this paper. The DDPLA algorithm is mainly divided into two parts. The first part divides nodes into communities based on node similarity. The second part adds Laplacian noise to different communities according to a dynamic privacy adaptation function and converts the noise into edge probability value. Therefore, we will analyze the algorithm complexity of these two parts.

When dividing communities based on node similarity, the worst case is that the social network graph is a complete graph. Suppose there are \( n \) nodes in the graph. After selecting the seed node, when using the algorithm of the expansion stage for the selected seed node pair, the remaining \( n-2 \) nodes will be accessed. The fitness function value of the neighbor node of the seed node is shown in Formula (6).

\[
F(v_i, s) = \frac{2}{n-1}.
\]  

(6)

For a social network graph, it is obvious that \( n \) is greater than 5, then all the neighbor nodes cannot reach the threshold of the local community \( s \) formed by the seed node pair, so the sequential node queue \( V_{\text{list}} \) to be selected will have \( n-2 \) nodes left. Similarly, \( n-2 \) nodes in the \( V_{\text{list}} \) queue will perform the same operation. At this time, the number of basic operations of the algorithm is \( (n-2)^2 \), and the time complexity of the algorithm is \( T(n) = O(n^2) \). However, the real-world social network graph cannot be a complete graph, so the complexity of the algorithm will certainly be less than this value.

When allocating different privacy budgets to divided communities, the DDPLA algorithm needs to traverse each edge of each community once. Therefore, in the worst case, when the social network is a complete graph, the number of basic operations of the algorithm is \( \frac{n(n-1)}{2} \), and the algorithm time complexity of this part is \( T(n) = O(n^2) \).

To sum up, the time complexity of the DDPLA algorithm is \( T(n) = O(n^2) \). In addition, because the algorithm needs to store the information from the graph, the occupied space is directly proportional to the size of the graph, which means the spatial complexity of the algorithm is \( S(n) = O(n) \), which is an acceptable value. And no matter how large the scale of the graph is, the time complexity remains the same, so it can be well applied to large-scale social network graphs.

4 Simulation Analysis

4.1 Simulation Settings

4.1.1 Experimental Environment

In this section, we use real data sets to analyze the proposed DDPLA algorithm, and evaluate the privacy protection effect of the algorithm and the utility of the generated social network. The experimental environment of this paper is shown in Table 2.
4.1.2 Experimental Data Set

This work selects two public real number sets and uses these data sets to verify the algorithm proposed in this paper. These data originate mainly from the social network field, but also include some other fields of data sets. These data sets are from the Stanford Large Network.

<table>
<thead>
<tr>
<th>Table 2. Different similarity metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental software and hardware environment information</td>
</tr>
<tr>
<td>CPU Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz 3.41GHz</td>
</tr>
<tr>
<td>RAM 16.0 GB</td>
</tr>
<tr>
<td>System type 64-bit Operating System, x64-based processor</td>
</tr>
<tr>
<td>Operating System Win 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Basic attributes of the experimental data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Ego-Facebook</td>
</tr>
<tr>
<td>Musae-Github</td>
</tr>
</tbody>
</table>

Dataset Collection website [31]. The specific details of the data set are shown in Table 3.

(1) Ego-Facebook data set: this is a social network data set. The data comes from the Facebook APP used by the survey respondents. The data set contains a total of 4039 nodes and 84243 edges.

(2) Musae-Github dataset: this is a social network for GitHub developers. It consists of 5001 nodes and 4402 edges.

4.2 Evaluation Indicators

(1) Total number of network edges

In a social network graph, edge is an important factor in expressing the structural information of the original network graph, and can sensitively reflect the structural changes of the processed graph. Therefore, we chose to study the changes of edge directly to analyze the impact of the algorithm on the effectiveness of the original data. In a deterministic graph, the statistical formula of edges is as follows.

\[
NE = \frac{1}{2} \sum_{v \in V} d_v. \tag{7}
\]

In the formula (7), represents a member of the node set in a graph, and is the degree of the node. However, the existence of edges is expressed in the form of probability in uncertain graphs, so the formula cannot be directly used in the uncertain graph. The formula of the degree of a vertex in an uncertain graph is shown in formula (8), and is equal to the sum of probabilities of its adjacent edges. Furthermore, the calculation formula of total edges in uncertain graphs is shown in formula (9).

\[
d_v = \sum p(i, j). \tag{8}
\]

\[
NE = \frac{1}{2} \sum_{v \in V} \sum_{u \in V/v} p(u, v) = \sum_{e \in E} p(e). \tag{9}
\]

(2) The change of degree of the key nodes

Because the algorithm DDPLA and comparison algorithm proposed in this paper meet the differential privacy, but DDPLA algorithm can provide better protection for important nodes, we propose the change of degree of the key nodes (CDKN) to analyze the privacy protection effect. In order to facilitate the experiment, we assume that nodes whose degree is greater than the average degree of the whole graph are important nodes, because they are more connected with other nodes, so they are more active.

When an algorithm is used to process a social network graph, the structure of the graph will change to achieve the effect of privacy protection, for example, adding or deleting an edge. In differential privacy protection, if you want to achieve a better privacy protection effect, you need to add more noise. At this time, the interference degree of data will become larger, and the degree of data distortion will become larger as well. If a node does not change before a comparison, the node is not specially protected. Based on this theory, we propose formula (10) to measure the privacy protection effect of the algorithm, and the calculation method for the uncertain graph is shown in formula (8).

\[
CDKN = \sum_{v \in V} \sum_{u \in V/v} p(u, v) = \sum_{e \in E} p(e). \tag{10}
\]
4.3 Analysis of Simulation Results

4.3.1 Data Availability Analysis

The results of the three algorithms running on two data sets are shown in Figure 2 and Figure 3. We set 0.5 as the span of each level of privacy budget. When the budget is 0.1, it means that the data needs to be protected to a great extent. Therefore, a large amount of noise will be added to the original data, resulting in a large amount of interference to the data. When the budget is 3, the amount of noise added will become smaller, so that the data of the disturbed graph will be closer to the original graph.

As shown in the two graphs of experimental results, in general, with the increase of variance privacy budget $\varepsilon$, the number of edges of graph (NE) processed by different algorithms shows a growth trend. Based on the theory given in the previous paragraph, it can be seen that the experimental results in Figure 2 and Figure 3 are theoretically reasonable. Because a large number of nodes and edges will be added during the processing of the graph structure by the PBCN algorithm [6], and due to different execution strategies, the number of edges in the graph processed by the PBCN algorithm will be greater than that of the original graph. Because the algorithm strives to ensure the effectiveness of data, the change range of the curve corresponding to the algorithm is small. However, with the increase of privacy budget. The algorithm continuously adds edges to the original graph, which makes the graph structure that does not need to be protected lose its usability because the original data is destroyed. The UGDP algorithm [5] is also an algorithm for privacy protection by injecting probability into the original graph, and also meets the requirement for differential privacy. However, it only adds noise to the whole graph and does not consider the importance of each node in the graph. Therefore, the protection degree of this algorithm for network graph is lower than that of the DDPLA algorithm. Because the effect of privacy protection is inversely proportional to the data utility. Therefore, the curve representing the UGDP in the experimental results is slightly higher than that represented by DDPLA, but it can be seen from the figures that the gap between the two is not too large with the increase in the amount of data.

To sum up, because the DDPLA algorithm has a better protection effect on important nodes, it will be slightly worse than other algorithms in data utility. However, with the increase of data, the proportion of ordinary nodes also increases, and the data utility gap will become small.

4.3.2 Privacy Protection Analysis

The comparative experimental results of the DDPLA algorithm with the UGDP algorithm and PBCN algorithm are shown in Figure 4 and Figure 5. It can be seen from the experimental results that the edges of key nodes in the graph generated by PBCN algorithm do not change regularly, because it does not consider special protection for important nodes and will add edges or nodes randomly. At the same time, the UGDP algorithm does not consider the privacy protection of key nodes but only generates an uncertain graph to protect the whole graph information. The DDPLA algorithm proposed in this paper considers the special protection of key nodes, so with the increase of privacy budget, the number of edges of important nodes in the graph generated by the DDPLA algorithm will be less than that of the UGDP algorithm. Therefore, compared with the other two algorithms, the DDPLA algorithm can not only meet the differential privacy protection, but also play a special role in protecting key nodes. At the same time, combined with Figure 4 and Figure 5, it can be seen that when the scale of the data set increases, the ordinary nodes in a graph will also increase, and the degree of a key node will account for a larger proportion of the total degree of a community. Because the privacy budget added by the DDPLA algorithm to ordinary nodes will be slightly larger than the standard budget, the utility of data will increase.

![Figure 2. Comparison of NE of different algorithms on Musae-Github dataset](image-url)
Figure 3. Comparison of NE of different algorithms on Ego-Facebook dataset

Figure 4. Comparison of CDKN of different algorithms on Musae-Github dataset

Figure 5. Comparison of CDKN of different algorithms on Ego-Facebook dataset
5 Conclusion

Social networks contain a lot of privacy information, if these privacy information are not protected, there will be a serious risk of privacy leakage. However, in the existing methods, more protection for key nodes is rarely considered when processing the network graph. At the same time, because the allocated privacy budget is fixed, the accuracy loss of ordinary nodes will be the same as that of important nodes, affecting the data utility. In order to solve this problem, this paper proposes a dynamic differential privacy algorithm for social networks based on local community (DDPLA). The algorithm can divide the social network into different communities, dynamically generate privacy budgets for different communities, and then generate uncertainty graphs, so less privacy budget is allocated for important nodes and slightly larger privacy budget is allocated for ordinary nodes, so as to reasonably control the amount of noise, achieve special protection for important nodes and reduce the loss of data of ordinary nodes. Finally, the simulation results show that the DDPLA algorithm has a better protection effect, and with the increase of the amount of data and the addition of ordinary nodes, the effectiveness of data will also improve. However, this algorithm also has some shortcomings. For example, if the amount of data in a graph is too large, the time complexity of the community partition algorithm proposed in this paper is large, so there is still room for improvement.

Data Availability

The data used to support the findings of this study can be accessed from http://snap.stanford.edu/.
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