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Abstract

The heuristic optimization algorithm is a popular 
optimization method for solving optimization problems. 
However, the main disadvantage of this type of algorithm 
is the unstable performance, and the performance depends 
on the specific problem and the designer’s experience, 
so inappropriate algorithms or parameters will lead to 
poor performance for solving optimization. In this paper, 
a new meta-heuristic algorithm—bamboo forest growth 
optimization (BFGO) algorithm is proposed. The BFGO 
algorithm refers to the growth law of bamboo: first, take root 
clearly, and then grow wildly. The growth characteristics of 
bamboo forests and the optimization process of the algorithm 
are integrated, and the test is carried out on 30 functions of 
the CEC2017 test set, and the algorithm is applied to four 
classical problems of engineering optimization. Compared 
with well-known heuristic algorithms, the BFGO algorithm 
has better performance.

Keywords: Heuristic optimization algorithm, Bamboo forest 
growth optimization algorithm, Engineering optimization

1  Introduction

Optimization problems widely exist in the fields of 
social production activities such as intelligent computing, 
mathematical science, engineering optimization, distribution 
scheduling, and so on. Past research has been looking for 
more efficient and accurate methods to solve optimization 
problems [1]. Among them, the heuristic algorithm [2] is a 
kind of solution method proposed to approximate the optimal 
solution as much as possible relative to the optimization 
algorithm.

Heuristic algorithms can be divided into three branches 
(see Figure 1): simple heuristics, meta-heuristics, and 
hyper-heuristics. Simple heuristic algorithms are generally 
deterministic algorithms for fixed structures and parameters, 
which have a unique global optimal solution [3]. Including 
local search algorithm, greedy algorithm [4], stereotype 
algorithm [5], hill-climbing algorithm [6], etc. Most of the 
traditional heuristic algorithms are based on the greedy 
idea, lack of consideration of the global optimum, and the 
solution result strongly depends on the initial value; meta-

heuristic optimization algorithms [7] draw inspiration from 
behaviors, experiences, and rules in production activities, 
build optimization models for specific problems, and 
design optimization algorithms with certain natural laws. 
It is mainly divided into four categories: evolution-based 
algorithms (EA) [8] mainly represented by genetic algorithms 
(GA) [9], differential evolution (DE) [10] and quasi-affine 
transformation evolution (QUATRE) [11]; algorithms based 
on swarm intelligence such as particle swarm optimization 
(PSO) [12-15], monkey king evolution (MKE) [16], cuckoo 
search algorithm (CSA) [17], cat swarm optimization (CSO) 
[18], fish migration optimization (FMO) [19-20], flower 
pollination algorithm (FPA) [21], etc., by simulating the 
special behavior of the group, form a global optimization 
algorithm process; human-based algorithms [22] include 
teaching-learning-based optimization (TLBO) [23], group 
search optimizer (GSO) [24], social-based algorithm (SBA) 
[25] and other inspiration algorithms for human teaching, 
social and emotional behavior; algorithms based on physics 
and chemistry such as sine cosine algorithm (SCA) [26], 
simulated annealing (SA) [27], water cycle algorithm (WCA) 
[28], etc. come from physical rules and chemical reactions in 
the universe. The hyper-heuristic is a combination of multiple 
heuristic algorithms or multiple strategies and operations. 
Just like ensemble learning [29] in machine learning, the core 
is the feedback mechanism and selection mechanism, which 
can be roughly divided into random selection-based [30], 
tabu search-based [31], etc., it is suitable for solving cross-
domain problems.

In this study, a novel meta-heuristic algorithm, the 
BFGO algorithm, is proposed. Its inspiration comes from 
the unique growth law of bamboo forests in nature [32]. The 
indifference between this job and likewise heuristic algorithm 
is that the cluster concept is introduced into the algorithm 
corresponding to the bamboo whip of bamboo forest, the 
method of communication and reference between clusters is 
added, and the stochastic process model of high growth of 
bamboo shoots is introduced into the algorithm’s formula. We 
select 30 test functions of CEC2017 [33] as the achievement 
of the benchmarking algorithm, contrast the BFGO algorithm 
with other swarm intelligence optimization algorithms, and 
apply it to four engineering optimization problems [34-
35]. Experiments show that the BFGO algorithm has strong 
competitiveness compared with other heuristic algorithms.
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Figure 1. Division of heuristic optimization algorithms

Section 2 will briefly introduce the formula principle 
of the iterative search of the BFGO algorithm. Section 3 
describes the optimization results of the algorithm under 
benchmark function tests in detail. Section 4 discusses the 
performance of the algorithm applied to four engineering 
optimization problems. Finally, in section 5, the experimental 
results are analyzed to draw conclusions and propose future 
research directions.

2 The Bamboo Forest Growth Optimiza-
tion Algorithm

This section first explains the inspiration for the proposed 
algorithm, and then introduces the mathematical optimization 
model.

2.1 Inspiration
Bamboo is a grass plant of the Poaceae and Bamboo 

genus, but it can have the height of a tree. Young bamboo 
shoots can grow up to 1 meter a day. According to Guihua 
Jin [36], this rapid growth serves as a key innovative trait of 
woody bamboo, enabling it to compete with other trees to 
adapt to the forest environment. 

Bamboo in the shooting stage grows in the rain, but when 
it grows into bamboo, it will not grow for three to five years. 
After that, the bamboo will suddenly exert force and grow 
at an astonishing rate. In the three or five years when the 
bamboo does not grow, its roots grow wildly underground 
- deep and wide. “Deep” refers to the depth of the ground. 
Bamboo roots can penetrate incredible stone bodies as strong 
as steel. “Wide” means that the root system of bamboo roots

 can be spread for several kilometers. On the land of several 
square kilometers, bamboo can easily obtain the nutrients and 
rainwater it needs.

A distinct unique physiological of bamboo is that the 
underground stem, also called a bamboo whip, grows 
reclining, with nodes and abounding and dense, with many 
fibrous roots and buds growing on the nodes. Figure 2 
shows this. Bamboo whips not only store and provide a lot 
of nutrients for fast-growing bamboo forests but also are 
the core force for expanding the territory of bamboo forests. 
They can grow and extend randomly in all directions. These 
bamboos with connected rhizomes are crisscrossed and 
exchange nutrients. They will transfer nutrients to each other 
and share the environmental pressure together.

Figure 2.  The structure of bamboo



BFGO: Bamboo Forest Growth Optimization Algorithm   3

2.2 Mathematical Model
The growth process of bamboo can be summarized into 

the stages of budding, shoot growth, rapid growth, adulthood, 
and flowering and death. This part maps the bamboo growth 
stages with the algorithm optimization process, constructs a 
mathematical model based on the bamboo growth process of 
bamboo root extension, bamboo forest growth, and bamboo 
flowering as the optimization principle, and proposes the 
BFGO algorithm.
2.2.1 The All-round Extension of The Bamboo Whip 
(Exploitation) 

During this period, the bamboo whip will absorb 
nutrients in the soil, store energy, the meristem of the whip 
section begins to divide, and the underground stem begins 
to randomly lengthen and expand its territory. A part of the 
strong buds on the bamboo whip began to germinate and 
differentiate to become bamboo shoots. Another part of the 
bud does not grow out of the ground, but grows sideways and 
develops into a new underground stem. The root system on 
the bamboo whip extends in different directions. The main 
directions are the direction of the group cognition item, the 
direction of the bamboo whip memory item, and the direction 
of the central item of the bamboo forest. such as Equation (1) 
shown.
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where X_G  represents the global optimal individual, ( )X_P k

represents the optimal individual on the k -th bamboo whip, 
and ( )C k  represents the center point of the k -th bamboo 

whip. α , β  and γ here represents the direction of the 
current individual on the group cognition term, the bamboo 
whip memory term, and the bamboo forest center term, as 
shown in Equation (2-4). Q  is shown in Equation (5), which 

decreases from 2 to 1. 1c  to a random number between 0-2.
2.2.2 The Bamboo Growth Stage (Exploration)

This period can be regarded as the selection stage of 
the algorithm because only a small part of the unearthed 
bamboo shoots can grow into bamboo, and the bamboo 

shoots that have no hope of growing can only fend for 
themselves. Bamboo shoots that have a chance to grow will 
gain sufficient energy to grow rapidly in a short period of 
time. The stochastic process model of bamboo shoots height 
growth is shown in Figure 3 [37]. 

Figure 3. Measured bamboo shoots growth curve

Combined with the growth characteristics of bamboo 
shoots, Sloboda [38-39] used mathematical analysis methods 
to derive the following growth differential equation:

        ln
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Wherein: λ  > 1, b , c > 0 are parameters, t  is the time, 
for the high growth of the bamboo shoot stage, t  is the 
number of growth days, and y  is the bamboo height. Its 
integral form:
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Wherein: d  is the integral constant, which can be given 
according to the environment in which the tree grows. The 
equation is then sorted out to:

( ), k
b

k tX t SI eω ×= ×  .                              (8)

Wherein: SI  is the maximum bamboo height under the 
condition of a certain standing ground, which changes with 
the change of the standing conditions; b and k is the shape 
parameter of the model. Therefore, the value of the SI  can 
be given according to the growing environment of each 
bamboo plant.

According to the Equation (6-8), we define the temporary 
population of bamboo growth. Only when the individual 
is better than the original population will the position be 
replaced. The update formula is as follows,
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Where _X D  represents the relationship between the 
distance from the particle to the center position and the 
distance between the optimal individual of the group and the 
center position, H∆  represents the difference between the 
two iterations of growth, and q represents the cumulative 

growth of the t -th generation. The range of d  is (-1, 1), and 
both b and f  are fixed parameters, which are equivalent to 
the site conditions of bamboo.

3  Experiment and Analysis

In this section, we choose the CEC2017 benchmark to 
test the optimization performance of the BFGO algorithm. 
There are four types of functions, namely unimodal function, 
multimodal function, hybrid function, and composite 
function. For functions, the variables are divided into 
subcomponents randomly. 

The BFGO algorithm is run 30 times on each benchmark 
function, and the individual dimension is 10 dimensions. The 
final results are compared with typical swarm intelligence 
optimization algorithms such as PSO, BA [40], GWO [41], 
SSA [42], and ALO [43]. Count their average optimal values 
(mean) and the corresponding standard deviations (std), and 
the comparison results are shown in Table 1 to Table 4. The 
numbers in bold are the best value, the underlined numbers 
are the same optimal.

Table 1. Comparison of optimization results for unimodal benchmark functions

Function
BFGO PSO BA GWO SSA ALO

mean std mean std mean std mean std mean std mean std
F1 576973 2266725 1.4E+08 4.2E+08 394459 102709 1.3E+07 6.5E+07 3021.69 2668.76 1236.23 1856.37
F2 316.983 219931 2.3E+08 7E+08 205.126 12.4499 9417346 1.7E+07 3874.03 4883.62 263.865 51.4504
F3 309.642 143.076 300.001 0.00575 301.065 0.3109 984.579 1209.85 300 7E-10 300 3.2E-08

Table 2. Comparison of optimization results for multimodal benchmark functions

Function
BFGO PSO BA GWO SSA ALO

mean std mean std mean std mean std mean std mean std

F4 400.848 12.7981 428.166 39.996 406.978 16.6859 410.73 9.27256 411.855 19.345 407.272 12.0612

F5 528.503 8.19826 528.539 12.4368 556.381 18.8366 513.105 6.91138 523.62 10.3406 522.925 10.9237

F6 603.44 8.81937 606.998 4.18462 640.195 10.8192 600.394 0.65243 608.537 7.07277 606.255 4.85603

F7 717.845 9.58993 734.206 7.80555 827.697 36.8237 724.887 7.37586 735.71 12.5414 734.465 11.0117

F8 825.024 7.04583 824.407 7.30835 850.833 17.3578 813.022 6.72336 822.402 9.81936 820.596 10.2841

F9 940.679 80.3195 913.093 14.691 1703.46 511.944 904.735 12.3403 912.205 32.7125 979.477 116.741

F10 1180.35 244.907 1868.68 260.466 2344.71 325.935 1536.25 308.833 1864.16 324.609 1806.06 329.948

Table 3. Comparison of optimization results for hybrid benchmark functions

Function
BFGO PSO BA GWO SSA ALO

mean std mean std mean std mean std mean std mean std

F11 1117.45 64.6022 1170.17 52.6566 1205.06 71.1007 1130.12 26.8664 1193.42 83.588 1171.16 38.062

F12 4347221 7286925 826766 2506778 1121672 752256 648852 886667 1920354 1988137 1211446 122166

F13 20164.6 27321.8 5158.53 9426.94 15980.2 13670.1 12796.8 8755.05 14921.1 11850.2 16356.5 10407

F14 1467.24 189.979 1467.56 31.7151 2961.62 2135.16 2736.2 1736.99 1554.02 158.138 1504.19 33.651

F15 3465.99 1911.96 1667.84 347.146 14599.2 9685.87 3241.76 1624.18 4109.35 2533.67 6054.5 4799.7

F16 1622.16 101.493 1707.23 78.4871 1950.87 179.311 1702.29 104.922 1737.23 108.56 1811.76 133.62

F17 1740.72 21.1373 1785.48 47.4374 1830.17 71.8976 1743.37 16.6044 1756.19 17.5085 1766.3 33.620

F18 24842.8 46915.2 18132.8 17066.8 15638.6 13877.1 27335.7 16109.9 18473.4 13025 14476.3 11425

F19 4762.11 5154.9 4007.7 7863.52 5833.33 4676.98 4196.76 4603.56 4615.16 4189.62 9093.07 7262

F20 2040.02 37.723 2075.95 51.8192 2173.77 80.8977 2047.15 34.1945 2103.13 58.9355 2090.37 43.32
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It can be seen from Table 1 that BFGO has no advantage 
in the face of unimodal functions. It is not as good as the 
average of BA, SSA, and ALO in 30 runs, but it can beat the 
PSO and GWO algorithms, so the BFGO algorithm has great 
development capabilities. lacking. From the comparison 
results in Table 2, it can be seen that the BFGO algorithm 
obtains the third best, second only to the GWO algorithm 
which obtains the fourth-best. As can be seen from Table 3, 
BFGO achieves the fifth optimality and is the best among the 
mixing functions. So the ability of BFGO to explore local 
optima is competitive. In the comparison of the test results of 
the composite function in Table 4, we can see that the BFGO 
algorithm is still in the leading state, and it has obtained six 
optimal values, surpassing other algorithms. From the test 
results of F1-F30 functions, BFGO has better performance 
on complex problems, and can well balance the ability of 
exploration and exploitation.

4 BFGO Algorithm for Classical Engi- 
neering Problems

In this paper, the BFGO algorithm experiments on four 
engineering optimization problems: tension spring design 
optimization [44], pressure vessel design optimization [45], 
welded beam design optimization [46], and speed reducer 
design optimization problem [47], each of which has a 
different constraint. Each experiment is run 30 times to take 
the optimal value to compare the BFGO algorithm with the 
PSO, BA, GWO, SSA, and ALO algorithms to detect the 
performance of the algorithm in practical applications.

4.1 Tension Spring Design Optimization Problem
The purpose of the optimized design of this engineering 

problem is to find a minimum mass of the tension/
compression spring under certain limits of shear stress, surge 
frequency, and deflection. The three design optimization 
variables for this problem: wire diameter ( 1l ), average coil 

diameter ( 2l ), and the number of effective coils ( 3l ) are 
shown in Figure 4. The mathematical optimization process is 
described below.
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Figure 4. Tension spring design

Table 5. The optimization results for tension spring design 
optimization

Algorithm
Optimize variables Minimum 

weightd(l1) D(l2) N(l3)
BFGO 0.05 0.282 2 0.00282
PSO 0.0732 0.6191 6.3038 0.02758
BA 0.0607 0.3658 3.0579 0.00282

GWO 0.05 0.282 2 0.00282
SSA 0.0621 0.4054 1.6257 0.00567
ALO 0.05 0.282 2 0.00282

Table 4. Comparison of optimization results for composite benchmark functions

Function
BFGO PSO BA GWO SSA ALO

mean std mean std mean std mean std mean std mean std

F21 2213.82 22.8623 2308.31 48.8981 2304.87 76.9744 2296.89 43.8736 2253.17 59.2294 2301.87 46.8713

F22 2268.88 23.1277 2316.37 16.1835 2371 309.973 2306.19 4.67076 2292.7 28.2099 2303.56 1.8565

F23 2635.9 14.3636 2640.66 14.8212 2673.72 28.8564 2619.47 10.4848 2620.5 8.66221 2623.06 11.5402

F24 2647.11 128.342 2746.55 76.3678 2820.84 35.753 2737.46 42.7075 2731.12 63.4308 2732.38 63.895

F25 2899.91 55.837 2940.76 33.2671 2922.29 43.9561 2937.16 13.5874 2926.1 24.469 2923.32 23.7021

F26 2999.54 149.447 3034.86 210.435 3350.63 398.188 2974.16 246.201 2909.45 32.582 2960.39 194.981

F27 3078.35 3.47375 3121.92 31.5101 3147.17 39.5008 3094.62 2.63972 3092.12 2.8296 3096.45 4.03932

F28 3272.57 7.19369 3361.34 90.0144 3240.87 75.6372 3310.49 115.973 3191.32 86.4504 3308.7 136.732

F29 3244 54.9167 3217.18 68.5378 3320.7 115.984 3184.22 35.2981 3190.66 33.4229 3232.62 51.5157

F30 23293.9 26515.3 972659 1919798 41192 49590.4 494143 654340 323502 539172 209422 466620
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The optimization results of the BFGO algorithm for 
Tension Spring Design are compared with the five swarm 
intelligence algorithms of PSO, BA, GWO, SSA, and 
ALO, as shown in Table 5. It can be seen that the BFGO 
algorithm, GWO, and ALO have reached the optimal value, 
the minimum weight value is 0.00282, and the final three 
parameter values are 0.05, 0.282, and 2.

4.2 Pressure Vessel Design Optimization Problem
The purpose of the optimization design of this 

engineering problem is to find the minimum value of the total 
cost of a pressure vessel, such as a closed cylindrical vessel 
as shown in Figure 5, where the head has a hemispherical 
shape, where the total cost such as material, molding and 
welding costs. The problem has four optimization variables: 

1l , 2l , 3l , 4l . Math The description is as follows.

Figure 5. Pressure vessel design
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Table 6. The optimization results for pressure vessel design 
optimization

Algorithm
Optimize variables

Minimum Ts(l1) Th(l2) R(l3) L(l4)
BFGO 0.193 0.095 10 64.14 108.917
PSO 2.932 10.05 19.47 55.7 13593.2
BA 0.285 0.211 10.56 62.74 19266.6

GWO 0.193 0.117 10 64.25 112.902
SSA 2.899 51.58 7.654 87 10165.5
ALO 0.193 0.096 10 64.13 108.928

The optimization results of the BFGO algorithm 
for pressure vessels are compared with the five swarm 
intelligence algorithms of PSO, BA, GWO, SSA, and ALO, 
as shown in Table 6. It can be seen that the BFGO algorithm 
is better than other algorithms, reaching the optimal value, 
the minimum cost is 108.917, and the final four parameter 
values are 0.193, 0.095, 10, and 64.14.

4.3 Welded Beam Design Optimization Problem
The purpose of optimization design of this engineering 

problem is to reduce the fabrication of welded beams under 
the constraints and find four optimization variables:  the 
thickness of weld ( 1l ), the length of the clamped bar ( 2l

), height of the bar ( 3l ), and thickness of the bar ( 4l ). The 
structure diagram is shown in Figure 6, and the mathematical 
description of the engineering problem is as follows.

Figure 6. Welded beam design
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Table 7. The optimization results for welded beam design 
optimization

Algorithm
Optimize variables Minimum 

costl1 l2 l3 l4
BFGO 0.203 3.539 9.047 0.206 1.726085
PSO 0.216 9.291 6.658 0.502 3.729981
BA 0.164 8.718 8.349 0.245 2.041104

GWO 0.204 3.514 9.054 0.206 1.72657
SSA 0.995 1.839 2 2 1.09E+15
ALO 0.203 3.616 10 0.203 1.826582

The optimization results of the BFGO algorithm on 
Welded Beam are compared with the five swarm intelligence 
algorithms of PSO, BA, GWO, SSA, and ALO, as shown in 
Table 7. It can be seen that the BFGO algorithm is better than 
other algorithms, reaching the optimal value, the minimum 
cost is 1.726085, and the final four parameter values are 
0.203, 3.539, 9.047, and 0.206.

4.4 Speed Reducer Design Optimization Problem
The purpose of this engineering problem is to minimize 

the weight of the reducer. There are seven optimization 
variables. The construction diagram is shown in Figure 7, and 
its mathematical description is as follows.

Figure 7. Speed reducer design
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1.1 1.9 1 0lg l
l
+

= − ≤


With 
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12.6 3.6l≤ ≤ , 20.7 0.8l≤ ≤ , 317 28.7l≤ ≤ ,

43 8.3l≤ ≤ , 57.8 8.3l≤ ≤ , 62.9 3.9l≤ ≤ ,

75.0 5.5l≤ ≤ ;

The optimization results of Speed Reducer by BFGO 
algorithm are compared with the five swarm intelligence 
algorithms of PSO, BA, GWO, SSA, and ALO, as shown 
in Table 8. It can be seen that the BFGO algorithm, GWO, 
and ALO algorithms have reached the optimal value, the 
minimum cost is 201613.2, and the final four parameter 
values are 3.6, 0.8, 28, 7.3, 7.8, 3.9, and 5.2849 respectively.

5  Conclusion

Starting from the growth characteristics of bamboo 
forests, a new intelligent group optimization algorithm 
is proposed. Inspired by the underground bamboo whip, 
the proposed algorithm is divided into several bamboo 
whip groups, simulating the bamboo whip extension, 
bamboo height random growth, and underground root 
system crisscrossing several stages in the growth process 
of bamboo forest. Test on 30 mathematical functions, the 
BFGO algorithm is found to be highly competitive in local 
exploration by analyzing the algorithm’s ability to exploit 
and explore. In addition, in order to test the performance of 
the BFGO algorithm in practical engineering applications, 
four typical engineering optimization problems are solved.

In the comparison of the results of the BFGO algorithm 
with other heuristic algorithms, it is concluded that the BFGO 
algorithm is very competitive in dealing with optimization 
problems, but the exploitation ability is not outstanding. In 
the future, we will continue to study the optimized version 
[48-51] of the BFGO algorithm and use it in more application 
areas.
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