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Abstract 
 

Intelligent evolutionary algorithm is an important 

method to solve optimization problems. Most of their 

inspiration comes from the laws of nature and biology. This 

paper proposes a new intelligent evolutionary algorithm 

based on the life habits of Rafflesia, which is called 

Rafflesia Optimization Algorithm. It mainly consists of 

three stages: attracting insects, swallowing insects, and 

spreading seeds. In the first stage, the ROA algorithm 

performs the local search to find the optimal solution. In the 

second stage, it improves execution efficiency and solution 

accuracy by reducing the number of individuals. In the third 

stage, it performs the global search to jump out of the local 

optimal position. In the experimental part, this paper uses 

numerical functions (the CEC2013 benchmark function set) 

and practical application problems (the logistics 

distribution centers location problem) to test the 

performance of the ROA algorithm, and compares it with 

seven meta-heuristics algorithms. The experimental results 

prove the effectiveness and practicability of the ROA 

algorithm. 

 

Keywords: Rafflesia optimization algorithm, Intelligent 

evolutionary algorithm, CEC2013, The logistics 
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1 Introduction 
 

The development of science and technology has promoted 

the progress of society. At the same time, it brings many 

complex optimization problems. For example, transportation 

planning in mega-cities, logistics and transportation in 

multiple cities, high-precision medical testing, etc. As the 

problem size increases, traditional optimization techniques are 

gradually replaced by new techniques. Evolutionary 

computation is one of them. It is mainly inspired by 

phenomena and laws in the natural and biological worlds [1-

2]. Moreover, it has stronger robustness, better self-learning 

and adaptability than traditional optimization algorithms [3]. 

Some classic optimization algorithms were first proposed. 

For example, Artificial Neural Network (ANN) algorithm [4], 

Simulated Annealing (SA) algorithm [5], Immune algorithm 

(IA) [6]. Early explorations provided a solid theoretical 

foundation for the subsequent research on many optimization 

algorithms. In 1992, Marco Dorigo proposed a discrete meta-

heuristic intelligent optimization algorithm based on the 

foraging behavior of ants called Ant Colony Algorithm (ACO) 

[7]. After 1995, some continuous meta-heuristic intelligent 

optimization algorithms appeared one after another. Two 

classic algorithms were first proposed. One is the Particle 

Swarm Optimization (PSO) algorithm [8], which is inspired 

by the foraging behavior of birds. The other is the Differential 

Evolution (DE) algorithm [9], which is inspired by the 

biological evolution process. After these two algorithms were 

proposed, many researchers analyzed and improved them [10-

11]. In 2006, D.Y. Sha and Cheng-Yu Hsu proposed a hybrid 

PSO algorithm, which used tabu search to improve the quality 

of the solution [12]. In 2008, A. Slowik and M. Bialko added 

an adaptive selection strategy of control parameters to the DE 

algorithm, and adopted it for neural network training [13]. 

In order to solve optimization problems in different fields, 

researchers have proposed many new optimization algorithms, 

such as Cat Swarm Optimization (CSO) algorithm [14], 

Firefly Algorithm (FA) [15], Fish Migration Optimization 

(FMO) algorithm [16], Bat Algorithm (BA) [17], Gray Wolf 

Optimization (GWO) algorithm [18], Moth-flame 

Optimization (MFO) algorithm [19], QUasi-Affine 

TRansformation Evolutionary (QUATRE) algorithm [20], 

Whale Optimization Algorithm (WOA) [21], and Butterfly 

Optimization Algorithm (BOA) [22], etc. There is also the 

Phasmatodea Population Evolution (PPE) algorithm which is 

recently proposed [23]. After these algorithms are proposed, 

they have successfully applied to path planning [24], feature 

selection [25-26], IIR system recognition [27], image 

segmentation [28-29], optimal power flow (OPF) [30], 

wireless sensor node positioning [31-32], engineering 

optimization [33-35] and other problems. 

Although there are a large number of intelligent 

optimization algorithms, no one algorithm can solve all 

optimization problems. This phenomenon conforms to the 

Non-Free Lunch Theorem (NFL) [36]. An algorithm can show 

excellent results when it deals with a certain problem, 

nevertheless this does not mean that it has the same effect on 

other problems. The reason is that optimization problems in 

different fields have different coding methods. When they face 

the application problem, they may fall into the situation of 

local optimum or premature convergence [37-38]. Therefore, 

researchers continue to improve existing algorithms and 
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propose new algorithms [39-42] to solve optimization 

problems in different fields. 

Based on the Non-Free Lunch Theorem (NFL), this paper 

proposes a new intelligent optimization algorithm, named the 

Rafflesia Optimization Algorithm (ROA). It is inspired by the 

characteristics of Rafflesia from flowering to seed propagation 

[43]. Rafflesia is a parasitic plant without roots and stems. It 

emits a carrion-like smell when it blooms to attract insects. 

Some insects that fly into the flower chamber come in contact 

with the anthers to help the Rafflesia complete pollination. 

Because Rafflesia has a unique flower chamber structure, 

some insects are trapped and die in it [44]. After the Rafflesia 

withers, it forms a large fruit containing tens of thousands of 

seeds. These seeds are brought to different places by various 

animals in different ways. Finally, a very small number of 

seeds survive in a suitable environment. Based on the above 

characteristics, we divide the ROA algorithm into three stages 

to implement, including, the stage of attracting insects, the 

stage of swallowing insects, and the stage of spreading seeds. 

In the ROA algorithm, we use the method of replacing 

poor individuals and regularly deleting the worst individuals 

to reduce the impact of bad individuals on the population 

evolution. In addition, the method of individual update is not 

just dependent on moving to the optimal individual and 

moving randomly. We refer to the movement model of insects 

flapping their wings in nature. In the first stage of the ROA 

algorithm, a combination of autonomous flight and 

approaching the optimal individual is used to update the 

individual. In addition, in order to reduce the probability of 

falling into a local optimum, the search range of the third stage 

is a random range centered on the optimal individual. After 

that, we use the CEC2013 benchmark function set [45] to test 

the effect of the ROA algorithm on the numerical function. 

And its results are compared in the three dimensions of 10D, 

30D and 50D with PSO, WOA, CSO, MFO, BA, FA, BOA. 

These results prove the convergence ability and optimization 

effect of the ROA algorithm. In addition, we also select two 

sets of cases of the logistics distribution centers location 

problem [46-47] to test the ability of the new algorithm to 

solve practical problems. Compared with other algorithms, the 

ROA algorithm has achieved good results in this application. 

The rest of the paper is structured as follows: Section 2 

introduces the preparation of the algorithm. Section 3 

introduces the ROA algorithm in detail. Section 4 presents the 

test results and analyzes them. Section 5 describes the 

thoughts and results of the application of the ROA algorithm 

to the logistics distribution centers location problem. Finally, 

Section 6 summarizes the work of this paper and proposes 

future work directions. 

 

2 Preliminaries 
 

Rafflesia 𝐹  (the target Rafflesia) attracts insects by 

emitting scent (stage 1). Insects are affected by the natural 

environment when they fly to the Rafflesia 𝐹. Some insects 

die, and some insects fly to other flowers. At the same time, 

there are new insects attracted by Rafflesia 𝐹. Theoretically 

speaking, the distance between newly attracted insects and 

Rafflesia 𝐹 is equal or close to the distance between a certain 

insect in the population and Rafflesia 𝐹, which ensures that 

they are attracted to the same Rafflesia. In the first stage of the 

algorithm, we roughly divided insects into three categories. 

The first category is newly attracted insects. Their positions 

are updated using strategy 1. The second category is insects 

that no longer fly towards Rafflesia 𝐹 . They are removed 

from the population. Their positions in the population is 

replaced by newly attracted insects. The third category is the 

insects that keep flying towards Rafflesia 𝐹. Their positions 

are updated using strategy 2. Below we first introduce the 

model rationale for the two strategies. 

 

 

Figure 1. Example diagram in strategy 1 

 

In strategy 1, we need to refer to the knowledge of 

coordinate solving in 3D space. Figure 1 is a standard three-

dimensional coordinate system. As shown in Figure 1, there 

are point 𝑂  and point 𝑀  in the three-dimensional space. 

The coordinate of point 𝑂  is known as (𝑥𝑜 , 𝑦𝑜, 𝑧𝑜) . The 

modulus (length) of vector 
𝑂𝑀
→  is 𝑑′. The angle between 

𝑂𝑀
→  

and the positive direction of the z-axis is 𝛽′. And the angle 

between the projection of 
𝑂𝑀
→  on the 𝑋𝑂𝑌  plane and the 

positive direction of the x-axis is 𝛾′ . The coordinate 

(𝑥𝑀 , 𝑦𝑀 , 𝑧𝑀)  of point 𝑀  is the unknown variable to be 

solved. Through analysis, it can be known that the coordinates 

of each dimension of point 𝑀  are equal to the projection 

length of 
𝑂𝑀
→  on each coordinate axis. Therefore, the 

coordinates of point 𝑀  can be obtained by calculating the 

projection length of 
𝑂𝑀
→  on each coordinate axis. The 

projection equations of 
𝑂𝑀
→  on the 𝑋, 𝑌, and 𝑍 axes are: 

 

{

𝑥𝑀 = 𝑥𝑜 + 𝑑
′ × 𝑠𝑖𝑛𝛽′𝑐𝑜𝑠𝛾′

𝑦𝑀 = 𝑦𝑜 + 𝑑
′ × 𝑠𝑖𝑛𝛽′𝑠𝑖𝑛𝛾′

𝑧𝑀 = 𝑧𝑜 + 𝑑
′ × 𝑐𝑜𝑠𝛽′

.            (1) 

 

In strategy 2, the equation of insect flight speed is derived 

from the model in reference [48]. This model points out that 

when an insect flaps its wings, the movement of the wings can 

be decomposed into translation and rotation. The translation is 

described by the center coordinates of the wingtip. The 

rotation of the wing is characterized by the attack angle. The 

motion equation of the wing tip is: 

 

{
𝜉 =

𝐴

2
𝑐𝑜𝑠⁡(𝜔0𝑡 + 𝜃)

𝜂 =
𝐵

2
𝑠𝑖𝑛⁡(𝜔1𝑡 + 𝜃)

.                  (2) 

 

The law of the attack angle is as follows: 

 

𝛼 = 𝛼0(1 − 𝑠𝑖𝑛⁡(𝜔0𝑡 + 𝜃 + 𝜑)).         (3) 
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Among them, 𝐴  is the amplitude of the wing during 

movement; 𝐵  is the lateral offset; 𝜔0  represents the 

flapping frequency period; 𝜔1 is the frequency period of the 

lateral flapping wing; 𝜃  represents the phase. The phase 

difference between translation and rotation is 𝜑. 𝛼0 stands 

for the initial attack angle. t is the time. 

In the physical model, the movement process takes the 

derivative of time to get the movement speed. Therefore, the 

translational velocity of insects can be obtained by taking the 

derivative of time t in Equation (2). 

 

𝑣1
→ = {

𝑑𝜉

𝑑𝑡
= −

𝐴

2
𝜔0𝑠𝑖𝑛⁡(𝜔0𝑡 + 𝜃)

𝑑𝜂

𝑑𝑡
=
𝐵

2
𝜔1𝑐𝑜𝑠⁡(𝜔1𝑡 + 𝜃)

.         (4) 

 

The rotation speed can be obtained by taking the derivative 

of time 𝑡 in Equation (3). Its sign is related to the rotation of 

the coordinate system in the physical model. 

 

𝑣2
→ = −

𝑑𝛼

𝑑𝑡
= 𝛼0𝜔0𝑐𝑜𝑠⁡(𝜔0𝑡 + 𝜃 + 𝜑).     (5) 

 

After a period of flight, the insect finds the target Rafflesia 

F. During the pollination process, some insects are trapped and 

died in the flower chamber of the Rafflesia (stage 2). It is 

understood that a Rafflesia probably “swallows” more than a 

dozen insects in its lifetime. In the ROA algorithm, the number 

of individuals in the population is reduced by simulating the 

characteristics of the Rafflesia “swallowing” insects. And 

when the ROA algorithm executes a certain number of 

iterations, the number of individuals is reduced by one. 

The seeds of Rafflesia 𝐹 are taken by animals to different 

places (stage 3). This process can be abstracted as a model that 

dots are scattered everywhere with the position of the Rafflesia 

𝐹 as the center. In addition, among the seeds that are taken 

everywhere, only a handful of seeds can survive in a suitable 

environment. Therefore, the optimal solution at this stage is 

represented by the seed with the highest survival probability. 

There is no doubt that whether it is the insect that finds 

Rafflesia 𝐹 first in the first stage, or the seed with the highest 

survival probability in the third stage, their adaptability must 

be the best in their population. 

 

3 Rafflesia Optimization Algorithm 
 

3.1 The Stage of Attracting Insects 
 

In this stage, individuals with poor fitness indicate insects 

that no longer fly towards the target Rafflesia, and new 

individuals indicate insects newly attracted to the target 

Rafflesia. Moreover, individuals with poor fitness are replaced 

by newly added individuals. In order to ensure the stability of 

the population, their numbers are set to 1/3 of the population 

size. Other individuals occupying 2/3 of the population size 

are individuals with better fitness. And they represent insects 

that keep flying towards the target Rafflesia. After that, 

strategy 1 is used to calculate the location of the newly added 

individual. Strategy 2 is used to update the positions of the 

remaining individuals in the population. 

 

 

 

3.1.1 Strategy 1  

 

Individuals in the population are in a multi-dimensional 

space, and it is currently impossible to construct a suitable 

multi-dimensional coordinate system in reality. Therefore, the 

position of the newly added individual is calculated with 

reference to the mathematical model in Section 2. 

Assumptions: 

1. Each dimension of the newly added individual is 

abstracted into a three-dimensional space for calculation. This 

three-dimensional space is composed of 𝑘1, 𝑘, and 𝑘2. 𝑘1 

and 𝑘2 are two arbitrary dimensions perpendicular to 𝑘 in a 

multi-dimensional space. The x-axis in Figure 1 represents the 

𝑘-⁡𝑡ℎ dimension. the y-axis and z-axis represent 𝑘1 and 𝑘2, 

respectively, as shown in Figure 2. 

 

 

Figure 2. The model of the calculated dimensions 

 

2. Point 𝑂 represents the optimal individual 𝑋𝑏𝑒𝑠𝑡 , and 

point 𝑀  represents the newly added individual 𝑋𝑖(𝑖 =
1,2, … , 𝑁𝑃/3) . Then the calculation method of the 𝑘 - ⁡𝑡ℎ 

dimension of 𝑋𝑖 can be referred to 𝑥𝑀 in Equation (1). 𝑁𝑃  

is the population size. 

3. The distance from 𝑋𝑖 to 𝑋𝑏𝑒𝑠𝑡  is equal to the distance 

from 𝑋𝑅 ⁡to 𝑋𝑏𝑒𝑠𝑡 . 𝑋𝑅 ⁡is a random individual in the population. 

Based on the above assumptions, the calculation equation 

for the position of the newly added individual is: 

 

𝑋𝑖𝑘 = 𝑋𝑏𝑒𝑠𝑡𝑘 + 𝑑 × 𝑠𝑖𝑛𝛽𝑘𝑐𝑜𝑠𝛾𝑘.          (6) 
 

Where 𝛽𝑘 is the angle between 
𝑋𝑏𝑒𝑠𝑡𝑋𝑖
→      (a vector composed 

of 𝑋𝑖 and 𝑋𝑏𝑒𝑠𝑡) and the 𝑘2 dimension, and the value range 

is (0, 𝜋/2). 𝛾𝑘 represents the angle between the projection 

of 
𝑋𝑏𝑒𝑠𝑡𝑋𝑖
→      on the plane composed of 𝑘 and 𝑘1 dimensions 

and the 𝑘 dimension, and the value range is (0, 𝜋). d is the 

distance between 𝑋𝑖 and 𝑋𝑏𝑒𝑠𝑡 , calculated by Equation (7): 

 

𝑑 = √∑ (𝑋𝑅𝑘 − 𝑋𝑏𝑒𝑠𝑡𝑘)
2𝐷

𝑘=1 .             (7) 

 

Equation (8) indicates that newly added individuals 

replace individuals with poor fitness values. 

 

𝑋𝑤𝑜𝑟𝑠𝑡𝑖 = 𝑋𝑖.                         (8) 
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3.1.2 Strategy 2  

 

In the ROA algorithm, the individual velocity update 

equation is derived from the insect flapping flight model in 

Section 2. The movement speed of the individual is equal to 

the superposition of translation speed and rotation speed. In 

Equation (4), the translational velocity 
𝑣1
→ is expressed by two 

components. In this section, we perform vector synthesis on 

𝑣1
→. And the ratio of the lateral flapping frequency period 𝜔1 

to the flapping frequency period 𝜔0  is set to 1. After 

simplifying to get Equation (9). 

 

⁡𝑣1
→ =

1

2
√𝐴2𝜔0

2𝑠𝑖𝑛2(𝜔0𝑡 + 𝜃) + 𝐵
2𝜔1

2𝑐𝑜𝑠2(𝜔1𝑡 + 𝜃)

=
𝜔0

2
√𝐴2𝑠𝑖𝑛2(𝜔0𝑡 + 𝜃) + 𝐵

2𝑐𝑜𝑠2(𝜔1𝑡 + 𝜃)
. (9) 

 

In addition, we use the rotation speed before the update to 

represent the initial attack angle 𝛼0, then Equation (5) can be 

transformed into: 

 

𝑣2
→ =

𝑣2
→𝜔0𝑐𝑜𝑠⁡(𝜔0𝑡 + 𝜃 + 𝜑).          (10) 

 

In summary, the velocity equation of the individuals is: 

 

𝑣
→=

𝑣1
→+

𝑣2
→.                         (11) 

 

In the ROA algorithm, the values of some parameters are 

obtained by referring to [48]. The value of 𝐴 is set to 2.5; the 

value of 𝐵 is 0.1; the values of 𝜔1 and 𝜔0 are both 0.025; 

the value range of 𝜃  is (0,1); 𝑡  is represented by each 

iteration of the algorithm, and its value is 1; the value of 𝜑 is 

-0.78545; the initial value of 
𝑣2
→ is within the range (0, 2𝜋). 

The individual moves freely according to the updated 

speed. At the same time, it will be affected by the best 

individual. Therefore, the distance update equation of each 

individual movement is: 

 

⁡
𝑙𝑒
→ = 𝐶 ×

𝑣
→× 𝑡 + (𝑋𝑏𝑒𝑠𝑡 − 𝑋(𝑡)) × (1 − 𝐶) × 𝑟𝑎𝑛𝑑. (12) 

 

In Equation (12), the first term represents the distance and 

direction that the individual moves in the free state. The 

second term is the distance and direction that the individual 

moves under the influence of the optimal individual. The 

actual moving distance and direction is the vector sum of these 

two items. Among them, 𝐶  is the influence factor. Its 

influence on the population evolution in a free state may be a 

promotion or a hindrance. Therefore, 𝐶 is a random number 

in (−1, 1). In the second term, the influence of the optimal 

individual on the updated individual is only attractive, and 

there is no repulsion. Therefore, the impact factor of the 

second term is set to (1 − 𝐶), and its value is between 0 and 

2. When the optimal individual has a greater impact on other 

individuals, the algorithm may fall into the local optimal 

prematurely. Therefore, we add a random number to the 

second term. 

 

 

 

 

 

To sum up, the individual update equation is: 

 

𝑋(𝑡) = 𝑋(𝑡) +
𝑙𝑒
→.                      (13) 

 
 

3.2 The Stage of Swallowing Insects 
 

According to the evolutionary principle of “natural 

selection by nature, survival of the fittest”, the population 

eliminates an individual with the worst fitness in this stage. 

And the second stage to be executed every certain number of 

iterations. In order to ensure the quality of the optimal solution, 

the experiment in Section 4.1 is used to determine the value of 

𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒𝑑 . 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒𝑑  is the number of individuals that the 

ROA algorithm needs to reduce in total. In addition, the 

pseudo-code of the second stage is shown in Algorithm 1. 

 

Algorithm 1. The second stage 

Input: 𝑖𝑡𝑒𝑟: current iteration number; 𝑁𝑃: population  

size;  𝑋𝑤𝑜𝑟𝑠𝑡: individual with worst fitness value; 𝑝𝑜𝑝: 

population collection; 𝑓𝑖𝑡: fitness value set; 

Output: population and fitness value after deletion 

1:  if rem(iter,100) == 50 then 

2:    pop (𝑋𝑤𝑜𝑟𝑠𝑡 , :) = [ ];  //delete the position of 𝑋𝑤𝑜𝑟𝑠𝑡 
3:    fit (𝑋𝑤𝑜𝑟𝑠𝑡 , :) = [ ];   //delete the fitness of 𝑋𝑤𝑜𝑟𝑠𝑡  
4:    𝑁𝑃=⁡𝑁𝑃 – 1; //reduce the population size by one 

5:  end if 

 

3.3 The Stage of Spreading Seeds 
 

After going through the first two stages, the algorithm 

enters the third stage. The position of the Rafflesia is 

represented by the initial optimal individual in this stage, that 

is, the optimal individual at the end of the first stage. Later, in 

the update process at this stage, the meaning of the best 

individual becomes the seed with the highest probability of 

survival. Other individuals randomly search for a more 

suitable environment for survival. The update equation of the 

individual at this stage is: 

 

𝑋(𝑡)𝑘 = 𝑋𝑏𝑒𝑠𝑡𝑘 + 𝑟𝑑 × 𝑒𝑥𝑝 (
𝑖𝑡𝑒𝑟

𝑀𝑎𝑥_𝑖𝑡𝑒𝑟
− 1) × 

𝑠𝑖𝑔𝑛(𝑟𝑎𝑛𝑑 − 0.5).                (14) 
 
Where, 𝑟𝑑 is the distribution range of individuals, which is 

obtained by Equation (15). 𝑘(𝑘 = 1,2, . . . , 𝐷)  is the 

population dimension; 𝑖𝑡𝑒𝑟 represents the current number of 

iterations; Max_iter  is the maximum number of 

iterations;⁡exp (
iter

Max_iter
− 1) stands for the influence factor 

that changes with the number of iterations; rand is a random 

number between 0 and 1. The value of sign(rand − 0.5) is 1 

or -1, and its purpose is to increase the diversity of solutions. 

 

𝑟𝑑 = 𝑟𝑎𝑛𝑑 × (𝑢𝑏 − 𝑙𝑏) + 𝑙𝑏.              (15) 
 

Where, 𝑢𝑏  is the maximum boundary, and 𝑙𝑏  is the 

minimum boundary. The pseudo-code of the algorithm is 

shown in Algorithm 2. 

 

 

 



Rafflesia Optimization Algorithm Applied in the Logistics Distribution Centers Location Problem 1545 

 

 

 

Algorithm 2. Rafflesia optimization algorithm 

Input: 𝑀𝑎𝑥_𝑖𝑡𝑒𝑟:the maximum number of iterations; 𝑁𝑃:population size; 𝐷:population dimension; 

Output: global optimal value 

1:  Initialize A, B, 𝜔0, 𝜔1, 𝜃, 𝑡, 𝜑, 𝐶, 
𝑣2
→. 

2:  Initialize population. 

3:  for 𝑖𝑡𝑒𝑟 =1 to 𝑀𝑎𝑥_𝑖𝑡𝑒𝑟 do 

4:      Calculate the fitness value of each individual. 

5:      Sort the fitness value from poor to excellent, and find the current global optimal individual 𝑋𝑏𝑒𝑠𝑡 . 
6:      //the first stage 

7:      if rem (𝑖𝑡𝑒𝑟, 100) < 50 then 

8:        for 𝑖 = 1 to 𝑁𝑃 do 

9:           if 𝑖 ≤ 𝑁𝑃/3  then 

10:            Calculate the parameter 𝑑 by Equation (7). 

11:          New individuals are obtained by Equation (6); the poor fitness individuals are updated by Equation (8). 

12:          else 

13:            for 𝑗  = 1 to 𝐷 do 

14:               
𝑣1
→ and 

𝑣2
→ are calculated by Equation (9) and Equation (10), respectively. 

15:               Update the velocity 
𝑣
→ of each individual by Equation (11). 

16:               Update the remaining individuals occupying 2/3 of the population size by Equation (12) and (13). 

17:            end for 

18:          end if 

19:        end for 

20:       end if 

21:       //the second stage 

22:       Delete the individuals with the worst fitness, see Algorithm 1. 

23:       //the third stage 

24:       if rem (𝑖𝑡𝑒𝑟, 100) > 50 then 

25:         for 𝑖 = 1 to 𝑁𝑃 do 

26:            Use Equation (15) to calculate parameter 𝑟𝑑. 

27:            Use Equation (14) to update the population individuals. 

28:         end for 

29:       end if 

30:  end for 

 

 

4 Experimental Results 
 

In order to verify the optimization ability of the new 

algorithm, the CEC2013 benchmark function set is selected 

for performance testing. The CEC2013 test set contains 28 

benchmark functions. F1-F5 are Unimodal functions, F6-F20 

are Basic Multimodal functions, and F21-F28 are 

Composition functions. In Section 4.1, we determine the value 

of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  through experiments. In Section 4.2, we 

compare the optimization ability and convergence speed of the 

ROA algorithm with other meta-heuristic algorithms. The 

other seven algorithms are PSO, WOA, CSO, MFO, BA, FA, 

BOA algorithms. In Section 4.3, the convergence effect of the 

ROA algorithm is analyzed from the convergence curve graph 

and the individual distribution graph. In Section 4.4, the 

optimization ability of the ROA algorithm and other 

optimization algorithms is further compared by Wilcoxon 

rank-sum test. It is worth noting that the ROA algorithm in 

Section 4.2-4.4 is the better version in Section 4.1. All 

experiments are run on MATLAB R2019a software in 

Windows 10 operating system. 

 

 

4.1 Comparison of the ROA Algorithm with 

Different 𝑵𝑷𝒓𝒆𝒅𝒖𝒄𝒆 
 

In the experiment, except the value of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  is 

different, the other parameters are the same. Each case runs 30 

times. Table 1 records the results when the population size is 

30 and the value of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  is 5, 10, 15 and 20 respectively. 

‘Mean’ is the average value of the difference between the 

optimal solution and the target optimal solution. ‘Std’ is the 

standard deviation. ‘Win’ represents the number of wins on 28 

benchmark functions. 

From the data in Table 1, it can be seen that when the value 

of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  is 5 and 10, the result of the ROA algorithm at 

the optimal value is better than the latter two cases. But when 

the value of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  is 10, the stability of the ROA 

algorithm is better than the other three cases. (The standard 

deviation partly reflects the stability of the algorithm.) In 

summary, when the value of 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  is 10, the ROA 

algorithm can strike a balance between the optimization ability 

and the degree of stability. Therefore, the number of 

individuals reduced is 1/3 of the initial population size. In 

addition, it is found in the experiment that the elimination of 

the worst individual has less impact on the population 

evolution. 
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4.2 Comparison with Other Algorithms 
 

In order to ensure fairness, the number of iterations of each 

algorithm is uniformly set to 1000, and the initial population 

size is 30. Each algorithm runs 30 times independently. In the 

experiment, three different dimensions of 10D, 30D and 50D 

are selected to test the optimization performance of the 

algorithms. The parameters of the seven algorithms compared 

with the ROA algorithm are consistent with the original 

literature [8, 14-15, 17, 19, 21-22]. Table 2 to Table 4 

summarizes the number of the optimal value, average value 

and standard deviation of the ROA algorithm in the three 

dimensions, which outperforms other algorithms. The optimal 

values, average values, and standard deviations of the eight 

algorithms are recorded on the website 

(https://github.com/Fuzonglin/ROA-Fig/tree/master). 

 

 

Table 1. Comparison of the results with different 𝑁𝑃𝑟𝑒𝑑𝑢𝑐𝑒  

Function 

name 

5  10  15  20  

 mean std mean std mean std mean std 

F1 8.05E-04 2.03E-04 9.55E-04 2.56E-04 1.12E-03 2.78E-04 1.30E-03 3.05E-04 

F2 1.19E+07 4.77E+06 1.56E+07 6.21E+06 1.37E+07 6.25E+06 1.49E+07 6.00E+06 

F3 4.53E+09 4.94E+09 4.17E+09 3.34E+09 4.38E+09 4.28E+09 4.73E+09 4.20E+09 

F4 6.32E+04 1.98E+04 6.63E+04 1.81E+04 7.12E+04 2.05E+04 7.56E+04 1.92E+04 

F5 2.08E-01 7.76E-01 3.75E-01 7.57E-01 2.57E+00 4.08E+00 5.03E+00 9.74E+00 

F6 6.63E+01 2.95E+01 5.21E+01 2.49E+01 6.42E+01 3.05E+01 6.80E+01 2.88E+01 

F7 1.91E+02 6.00E+01 1.95E+02 5.49E+01 2.04E+02 5.32E+01 2.00E+02 5.50E+01 

F8 2.10E+01 6.00E-02 2.10E+01 6.17E-02 2.11E+01 6.05E-02 2.10E+01 6.62E-02 

F9 3.74E+01 3.49E+00 3.61E+01 2.67E+00 3.66E+01 3.85E+00 3.63E+01 3.34E+00 

F10 3.09E+00 1.38E+00 3.78E+00 2.12E+00 4.65E+00 2.28E+00 5.84E+00 2.71E+00 

F11 4.31E+02 1.67E+02 4.54E+02 1.54E+02 4.52E+02 1.73E+02 4.25E+02 1.59E+02 

F12 4.55E+02 1.89E+02 4.09E+02 1.48E+02 4.11E+02 1.67E+02 4.76E+02 1.90E+02 

F13 3.67E+02 7.04E+01 3.64E+02 1.02E+02 3.74E+02 9.38E+01 3.58E+02 8.88E+01 

F14 4.83E+03 6.46E+02 4.82E+03 5.88E+02 5.07E+03 7.56E+02 4.90E+03 6.40E+02 

F15 5.29E+03 8.03E+02 5.25E+03 7.74E+02 5.00E+03 8.80E+02 5.27E+03 8.45E+02 

F16 1.84E+00 6.61E-01 1.64E+00 5.52E-01 1.65E+00 4.95E-01 1.63E+00 6.41E-01 

F17 4.87E+02 1.88E+02 4.23E+02 1.29E+02 4.51E+02 1.69E+02 5.31E+02 2.12E+02 

F18 4.17E+02 1.27E+02 4.46E+02 1.67E+02 4.28E+02 1.70E+02 4.27E+02 1.15E+02 

F19 3.57E+01 1.24E+01 3.68E+01 1.73E+01 3.27E+01 1.24E+01 3.63E+01 1.28E+01 

F20 1.48E+01 2.36E-01 1.47E+01 4.68E-01 1.48E+01 4.80E-01 1.48E+01 3.99E-01 

F21 2.89E+02 1.07E+02 3.28E+02 9.13E+01 2.96E+02 7.68E+01 3.12E+02 1.03E+02 

F22 6.05E+03 1.10E+03 6.26E+03 8.66E+02 6.21E+03 1.01E+03 6.34E+03 1.14E+03 

F23 5.99E+03 1.08E+03 6.53E+03 1.11E+03 6.53E+03 1.04E+03 6.48E+03 1.13E+03 

F24 3.11E+02 1.38E+01 3.09E+02 9.21E+00 3.12E+02 1.22E+01 3.18E+02 3.39E+01 

F25 3.29E+02 1.55E+01 3.29E+02 1.20E+01 3.28E+02 1.47E+01 3.33E+02 1.18E+01 

F26 3.36E+02 8.98E+01 3.66E+02 7.03E+01 3.75E+02 5.97E+01 3.83E+02 5.03E+01 

F27 1.30E+03 8.48E+01 1.32E+03 8.37E+01 1.28E+03 9.39E+01 1.31E+03 8.97E+01 

F28 1.02E+03 8.81E+02 9.00E+02 8.17E+02 1.14E+03 9.46E+02 1.02E+03 8.23E+02 

win 11 7 10 14 4 4 3 3 

 

 

Table 2 records the comparison results between the ROA 

algorithm and seven algorithms on optimal values. The 

optimal value represents the optimization ability of the 

algorithm. The ‘win’ in the tables indicates that the optimal 

value of the ROA algorithm on 28 functions is equal to or 

better than the number of other algorithms. It can be seen from 

these data that when the ROA algorithm is compared with the 

MFO algorithm, the winning numbers in the three dimensions 

are 8, 15, and 15, respectively. This shows that the 

optimization capability of the ROA algorithm is only worse 

than MFO algorithm in 10D. As the dimensionality increases, 

the optimization capability of the ROA algorithm approaches 

the MFO algorithm. Except for the MFO algorithm, the 

optimal value of the ROA algorithm is better than the other six 

algorithms in every dimension. It can even achieve an 

overwhelming victory over the FA algorithm and the BOA 

algorithm.  

Table 3 records the comparison results between the ROA 

algorithm and the seven algorithms in terms of average values. 

It can be seen from the data in the tables that the average value 

of the ROA algorithm on 10D, 30D, and 50D can be equal to 

or better than the other seven algorithms in general. Compared 

with the WOA, BA, FA, BOA algorithms, the ROA algorithm 

can achieve absolute victory. Compared with the PSO 

algorithm and the CSO algorithm, the ROA algorithm can 

show a greater advantage in 30D, but the advantage in 10D 

and 50D is relatively small. Compared with the MFO 

algorithm, their optimizing capabilities for numerical 

functions are similar. 

Table 4 records the comparison results of the ROA 

algorithm and the seven algorithms on the standard deviation. 

From the data in Table 4, it is found that the stability of the 

ROA algorithm is completely better than the MFO algorithm 

in three dimensions. Compared with the CSO algorithm and 

https://github.com/Fuzonglin/ROA-Fig/tree/master
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the BOA algorithm, the ROA algorithm has poor stability. 

Compared with the FA algorithm and the WOA algorithm, the 

stability of the ROA algorithm can achieve absolute victory in 

all three dimensions. Its effect is close to the PSO algorithm. 

In addition, combining the data in Table 2 to Table 4, we find 

that the ROA algorithm performs better on unimodal functions 

than multimodal functions and composition functions. 

 

Table 2. Comparison of the optimal value of ROA and other algorithms in different function types and dimensions 

Best Function  

type 

PSO WOA CSO MFO BA FA BOA 

10D Unimodal  4 5 4 3 3 5 5 

 Multimodal  12 14 14 3 13 15 15 

 Composition  5 4 6 2 7 8 6 

 Win 21 23 24 8 23 28 26 

30D Unimodal  5 5 5 5 4 5 5 

 Multimodal  13 15 14 7 12 15 15 

 Composition  5 6 7 3 5 2 8 

 Win 23 26 26 15 21 28 28 

50D Unimodal  5 4 4 5 2 5 5 

 Multimodal  11 14 13 7 12 15 14 

 Composition  5 6 7 3 4 8 8 

 Win 21 24 24 15 18 28 27 

 

Table 3. Comparison of the average value of ROA and other algorithms in different function types and dimensions 

Mean Function 

type  

PSO WOA CSO MFO BA FA BOA 

10D Unimodal 4 5 4 5 3 5 4 

 Multimodal 5 13 9 8 13 15 14 

 Composition 5 6 3 1 7 8 5 

 Win 14 24 16 14 23 28 23 

30D Unimodal 5 5 4 5 3 5 5 

 Multimodal 10 15 12 9 13 15 15 

 Composition 4 8 5 2 4 2 8 

 Win 19 28 21 16 20 28 28 

50D Unimodal 5 4 4 5 2 5 4 

 Multimodal 7 13 8 6 11 15 14 

 Composition 5 7 4 3 6 8 7 

 Win 17 24 16 14 19 28 25 

 

Table 4. Comparison of the standard deviation of ROA and other algorithms in different function types and dimensions 

Std Function 

type 

PSO WOA CSO MFO BA FA BOA 

10D Unimodal 5 5 3 5 2 5 4 

 Multimodal 7 12 3 7 9 11 6 

 Composition 3 5 1 4 5 3 2 

 Win 15 22 7 16 16 19 12 

30D Unimodal 5 5 4 5 2 5 4 

 Multimodal 8 8 4 10 11 10 4 

 Composition 3 6 1 5 4 4 3 

 Win 16 19 9 20 17 19 11 

50D Unimodal 5 4 4 5 1 5 4 

 Multimodal 6 5 4 8 4 7 5 

 Composition 3 5 0 2 4 4 4 

 Win 14 14 8 15 9 16 13 

 

 

4.3 Convergence Analysis 
 

To evaluate the performance of the algorithm, it is 

necessary to analyze not only the numerical results but also the 

convergence of the algorithm. First, we extract the individual 

distribution diagrams of the ROA algorithm when it runs on 

F1 and F6, as shown in Figure 3 and Figure 4. Secondly, in 

order to compare the convergence speed of the ROA algorithm 

with other algorithms, we randomly select the convergence 

curves of some benchmark functions from unimodal, 

multimodal, and composite functions to display. Due to space 

constraints, only the convergence curves of some functions are 

show in the paper. The complete experimental charts can be 

viewed on the website (https://github.com/Fuzonglin/ROA-

Fig/tree/master). 

https://github.com/Fuzonglin/ROA-Fig/tree/master
https://github.com/Fuzonglin/ROA-Fig/tree/master
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Figure 3 and Figure 4 show the function images of F1 and 

F6, the change process of individual search and the algorithm 

convergence curve. (b)-(f) are the individual distribution of 

ROA algorithm at the initial stage of iteration. (b) shows the 

initial distribution of individuals. With the iterative update, it 

is manifest from (b)-(f) that the individuals gradually gather to 

the optimal position, and the search range is gradually reduced. 

(g) represents the situation when the algorithm executes the 

third stage. At this point, the ROA algorithm performs the 

global search to find a better solution. It can be seen from 

Equation (14) that as the number of iterations increases, the 

value of ⁡exp (
iter

Max_iter
− 1)  gradually increases from 1/𝑒  

to 1 . Then the search range gradually expands from 

1/𝑒[𝑙𝑏, 𝑢𝑏] to [𝑙𝑏, 𝑢𝑏]. This means that the ROA algorithm 

still has the opportunity to jump out of the local optimal value 

in the later stage. (h)-(k) show that the ROA algorithm is 

performing a new round of updates. (l) is the convergence 

curve of the ROA algorithm on the test function.  

In Figure 5, the horizontal axis is the number of iterations 

of the algorithm, and the vertical axis is the fitness value. (a) 

and (b) are the convergence curves of eight algorithms on 

unimodal functions F1 and F5. It can be seen from these two 

figures that the ROA algorithm converges faster on the 

unimodal function than other algorithms. When the number of 

iterations reaches about 110, the convergence speed of the 

ROA algorithm becomes slow. But its final convergence result 

is better than most algorithms. From the convergence curve (c) 

of multimodal function F15, it can be seen that the ROA 

algorithm has a fast convergence speed as a whole, and the 

final convergence value is also the best. In the convergence 

curve (d) of F18, the initial convergence ability of the ROA 

algorithm is inferior to the WOA algorithm and the CSO 

algorithm. After 60 iterations, the ROA algorithm converges 

faster, and it shows a better convergence effect than other 

algorithms. In the convergence curves (e) and (f) of F21 and 

F28, the ROA algorithm shows strong convergence 

performance in the first 150 iterations, which makes its final 

result equal to or better than the other seven algorithms. To 

sum up, the ROA algorithm has a strong convergence ability, 

so that it can achieve better optimal values than other 

algorithms on most functions. 

 

 

 

 

       
(a)                       (b)                       (c)                       (d) 

 

        
           (e)                       (f)                        (g)                       (h) 

 

        
(i)                       (j)                        (k)                        (l) 

Figure 3. The individual distribution result of the ROA algorithm on F1 
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Figure 4. The individual distribution result of the ROA algorithm on F6 
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Figure 5. Convergence test results in 30D (F1, F5, F15, F18, F21, F28) 
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Table 5. The results of the Wilcoxon rank-sum test (the significance level is 0.05) 

Function PSO WOA CSO MFO BA FA BOA 

F1 1.51E-11 1 1.51E-11 1 1.51E-11 1 6.64E-11 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 

F2 1.51E-11 1 1.51E-11 1 1.51E-11 1 2.98E-09 1 0.999999 0 1.51E-11 1 1.51E-11 1 

F3 1.51E-11 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 1 0 1.51E-11 1 1.51E-11 1 

F4 0.000721 1 4.61E-05 1 1 0 1.6E-09 1 8.65E-07 1 1.51E-11 1 0.763327 0 

F5 0.51E-11 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 5.05E-09 1 1.51E-11 1 1.51E-11 1 

F6 1.51E-11 1 1.51E-11 1 1.51E-11 1 6.64E-11 1 0.998165 0 1.51E-11 1 1.51E-11 1 

F7 1.14E-05 1 1.01E-08 1 1.76E-07 1 0.030726 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 

F8 0.77679 0 0.990816 0 1 0 0.657839 0 0.299845 0 8.88E-11 1 0.305004 0 

F9 0.999951 0 0.074724 0 4.15E-06 1 0.999241 0 0.057681 0 2.04E-11 1 3.37E-06 1 

F10 1.51E-11 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 0.966066 0 1.51E-11 1 1.51E-11 1 

F11 0.995466 0 0.004734 1 0.983063 0 1 0 1.08E-10 1 1.51E-11 1 2.25E-11 1 

F12 0.999349 0 2.99E-05 1 0.772352 0 0.996191 0 1.91E-10 1 1.51E-11 1 2.04E-11 1 

F13 0.185539 0 4.96E-11 1 2.47E-05 1 0.011622 1 1.51E-11 1 1.51E-11 1 1.51E-11 1 

F14 6.01E-09 1 1.51E-07 1 1.51E-11 1 0.993084 0 0.000428 1 1.51E-11 1 1.51E-11 1 

F15 1.01E-08 1 6.93E-07 1 3.96E-10 1 0.201769 0 0.739928 0 1.51E-11 1 2.31E-10 1 

F16 1.02E-09 1 0.001669 1 0.00125 1 0.767864 0 1.08E-06 1 1.84E-11 1 2.75E-11 1 

F17 0.331367 0 3.01E-08 1 0.455854 0 0.870974 0 1.51E-11 1 1.51E-11 1 6.64E-11 1 

F18 0.155594 0 1.19E-07 1 0.003809 1 0.342161 0 1.51E-11 1 1.51E-11 1 2.49E-11 1 

F19 1.19E-08 1 3.03E-11 1 0.933273 0 1.51E-11 1 0.001835 1 1.51E-11 1 1.51E-11 1 

F20 0.999999 0 0.02471 1 0.111286 0 0.944188 0 0.000427 1 0.086881 0 0.003856 1 

F21 1.51E-11 1 1.51E-11 1 2.55E-08 1 2.79E-10 1 0.02506 1 1.51E-11 1 1.51E-11 1 

F22 0.04667 1 1.48E-05 1 1.3E-10 1 0.999994 0 0.177736 0 1.51E-11 1 1.51E-11 1 

F23 4.1E-07 1 4.76E-06 1 3.03E-11 1 0.907117 0 0.245891 0 1.51E-11 1 3.69E-11 1 

F24 0.918812 0 0.00106 1 0.999777 0 1 0 1.19E-10 1 1.51E-11 1 1.67E-11 1 

F25 0.998623 0 0.008477 1 1 0 1 0 1 0 1.51E-11 1 1.22E-09 1 

F26 0.61344 0 0.003334 1 1 0 0.999777 0 0.003049 1 0.000189 1 0.960109 0 

F27 0.999995 0 0.006366 1 2.99E-05 1 1 0 4.53E-08 1 1.51E-11 1 1.51E-11 1 

F28 1.19E-10 1 2.49E-11 1 1.51E-11 1 1.42E-08 1 1.84E-11 1 1.51E-11 1 1.51E-11 1 

Win 16 26 18 12 18 27 25 

 

 

4.4 Wilcoxon Rank-sum Test 
 

Table 5 records the results of the Wilcoxon rank-sum test 

performed by the ROA algorithm and the seven algorithms. 

The significance level is 0.05. The first column under each 

algorithm in the table represents the inspection value. The ‘1’ 

in the second column indicates that the performance of the 

ROA algorithm is better than this algorithm. ‘0’ indicates that 

it is worse than this algorithm. As can be seen from the test 

results in the table, the number of the ROA algorithm is 

superior to the PSO, WOA, CSO, MFO, BA, FA and BOA 

algorithms are 16, 26, 18, 12, 18, 27 and 25, respectively. This 

displays that the ROA algorithm is slightly worse than the 

MFO algorithm in the test. However, it is better than the other 

six algorithms. 

 

5 Application in the Logistics 

Distribution Centers Location Problem 
 

5.1 Mathematical Model 
 

The logistics distribution centers location problem can be 

described as: selecting 𝑀 locations from 𝑁 logistics center 

candidate points as the distribution center. They are 

responsible for providing goods to all cities. The farther the 

distribution center is from the city, the higher the cost. 

Therefore, the goal of the problem is to have the lowest total 

cost when the demand in all cities is met. Assumptions: 

(1) The distribution center can meet the demand for goods 

in all cities, that is, the demand for each city is less than or 

equal to the total amount of goods in the distribution center. 

(2) The goods in each city can only be provided by one 

distribution center. 

(3) Cities beyond the service range of the distribution 

center will not be delivered. 

(4) Other expenses such as factory to distribution center 

are not considered. 

Based on the above assumptions, we establish a 

mathematical model of the logistics distribution centers 

location problem with multiple constraints. First, the objective 

function is: 

 

𝑚𝑖𝑛𝐹 = ∑ ∑ 𝜔𝑖𝑗𝜖𝑀𝑖𝑖𝜖𝑁 𝑑𝑖𝑗𝑧𝑖𝑗.            (16) 

 
Where, 𝐹  is the total cost of completing the task. 𝑁 =
{1,2, . . . , 𝑛} is the number set of all cities. 𝑀 = {1,2, . . . , 𝑔} 
is the collection of all distribution centers. 𝑀𝑖  is the set of 

candidate distribution centers whose distance to city 𝑖 is less 

than 𝑠; 𝑖 ∈ 𝑁,𝑀𝑖 ∈ 𝑀. 𝜔𝑖  represents the number of goods 

required by the i-th city. 𝑑𝑖𝑗  represents the distance from city 

𝑖  to the nearest distribution center 𝑗 . 𝑧𝑖𝑗  represents the 

distribution relationship between the city and the distribution 

center, and the value is 0 or 1. When 𝑧𝑖𝑗 = 1, it means that the 

goods of city 𝑖  are provided by the distribution center 𝑗 , 
otherwise 𝑧𝑖𝑗 = 0. 

Second, the constraints are: 

 

∑ 𝑧𝑖𝑗𝑗𝜖𝑀𝑖
= 1,⁡⁡⁡𝑖𝜖𝑁.                   (17) 

 

Equation (17) indicates that the goods of city 𝑖 can only 

be provided by the distribution center 𝑗 closest to it, which 

ensures that each city is delivered by only one distribution 

center. 
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𝑧𝑖𝑗 ≤ ℎ𝑗 ,⁡⁡⁡𝑖𝜖𝑁, 𝑗𝜖𝑀𝑗.                   (18) 
 

Equation (18) indicates that there are no cities in the 

locations that the distribution center cannot radiate, which 

ensures that all cities can be distributed. The value of ℎ𝑗 is 0 

or 1. When ℎ𝑗 = 1, it means that location 𝑗 is selected as the 

distribution center. 

 

∑ ℎ𝑗𝑗𝜖𝑀𝑖
= 𝑝.                        (19) 

 

Equation (19) indicates that there are 𝑝 locations selected 

as the distribution center. 

 

𝑑𝑖𝑗 ≤ 𝑠.                            (20) 
 

Equation (20) indicates that the distance from city 𝑖 to 

distribution center 𝑗 is less than 𝑠. 𝑠 is the radiation range 

of distribution center 𝑗. 
 

5.2 Coding Ideas and Solving Steps 
 

The ROA algorithm is a continuous optimization 

algorithm, and the logistics distribution centers location 

problem is a discrete problem. Therefore, the ROA algorithm 

needs to be discretized when it solves the logistics center 

location problem. Therefore, before solving the problem, we 

chose a set of coding schemes to establish the mapping 

relationship from continuous algorithms to discrete problems. 

The coding idea in the solution process is: take the position of 

each individual as a set of feasible solutions to the problem. 

The population size 𝑁𝑃  corresponds to the number of 

feasible solutions. And the algorithm dimension 𝐷 

corresponds to the number of cities 𝑁. Each individual is a 

2 × 𝐷 vector, one of which is denoted as 𝑋_𝑟 and the other 

is denoted as 𝑋. Each value in 𝑋_𝑟 is a real number, and the 

data in 𝑋 corresponds to the order of elements in 𝑋_𝑟. For 

each time location selection, the city number corresponding to 

rank 1 − 𝑝 in 𝑋 is selected as the distribution center. For 

examole, two distribution centers are selected from six 

locations. Among them, the element in 𝑋_𝑟 of one individual 

is [0.1,1.2, -0.4, -2.1,0.01,3.3], and the element in 𝑋 can be 

obtained as [4,5,2,1,3,6]. Then the distribution center cities 

given by this individual are City 3 and City 4. 

The specific solution steps of the ROA algorithm on the 

logistics distribution centers location problem are as follows: 

Step 1: Set the parameters of the ROA algorithm, such as 

the population size 𝑁𝑃, the maximum number of iterations 

𝑀𝑎𝑥_𝑖𝑡𝑒𝑟, etc.; 

Step 2: Use the 𝑟𝑎𝑛𝑑() function to generate 𝑋_𝑟 with a 

quantity of 𝑁𝑃, which is the initial population, and obtain 𝑋 

according to the above coding idea; 

Step 3: Calculate fitness according to Equation (16) and 

find 𝑋_𝑟 and 𝑋 of the best individual; 

Step 4: The 𝑋_𝑟 of each individual is updated iteratively 

according to the three stages of the algorithm in Section 3; 

Step 5: If the current number of iterations reaches the 

maximum number of iterations, output the city number 

corresponding to rank 1 − 𝑝  in 𝑋  of the current best 

individual as the distribution center, and end the algorithm; 

otherwise, go to step 3. 

 

 

5.3 Simulation Experiment 
 

In order to verify the ability of the ROA algorithm to solve 

the logistics distribution centers location problem, two sets of 

test cases are selected for the simulation experiment. One test 

case is 31g-6n, which means that 6 cities from 31 cities are 

selected as the distribution center, and the other test case is 

100g-20n. Table 6 and Table 7 record the city coordinates and 

demand of the test case. Among them, ‘No.’ represents the city 

number, ‘coordinate’ is the city coordinate, and ‘need’ 

represents the demand of the city. After that, the results of the 

two sets of experiments are compared and analyzed with the 

data of other algorithms on the logistics distribution centers 

location problem. In order to ensure that the experimental 

results are comparable, all algorithms are set to the same test 

conditions. The maximum number of iterations is 100, the 

population size is 50, and they run 10 times independently. 

The experimental results of the two sets of test cases are 

recorded in Table 8 and Table 9, respectively. It includes the 

optimal value, average value, standard deviation, running time, 

and distribution center location of each algorithm in 10 runs. 

In addition, Figure 6 and Figure 7 show randomly selected 

convergence curves and distribution center location maps.  

 

Table 6. The location of cities and their demand in 31g-6n 
No. Coordinates Need  No. Coordinates Need 

1 (1304, 2312) 20  17 (3918, 2179) 90 

2 (3639, 1315) 90  18 (4061, 2370) 70 

3 (4177, 2244) 90  19 (3780, 2212) 100 

4 (3712, 1399) 60  20 (3676, 2578) 50 

5 (3488, 1535) 70  21 (4029, 2838) 50 

6 (3326, 1556) 70  22 (4263, 2931) 50 

7 (3238, 1229) 40  23 (3429, 1908) 80 

8 (4196, 1044) 90  24 (3507, 2376) 70 

9 (4312, 790) 90  25 (3394, 2643) 80 

10 (4386, 570) 70  26 (3439, 3201) 40 

11 (3007, 1970) 60  27 (2935, 3240) 40 

12 (2562, 1756) 40  28 (3140, 3550) 60 

13 (2788, 1491) 40  29 (2545, 2357) 70 

14 (2381, 1676) 40  30 (2778, 2826) 50 

15 (1332, 695) 20  31 (2370, 2975) 30 

16 (3715, 1678) 80     
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Table 7. The location of cities and their corresponding demand in 100g-20n 
No. Coordinates Need  No. Coordinates Need  No. Coordinates Need  No. Coordinates Need 

1 (2168, 2179) 71  26 (4442, 2034) 46  51 (2740, 2139) 44  76 (2138, 3819) 60 

2 (1500, 1395) 66  27 (1082, 1446) 65  52 (1694, 2526) 79  77 (1244, 2861) 83 

3 (2675, 1475) 47  28 (1599, 4104) 47  53 (1522, 1696) 60  78 (3498, 2137) 91 

4 (3502, 3923) 48  29 (3426, 3754) 50  54 (1363, 4040) 50  79 (2578, 1482) 99 

5 (3013, 1040) 37  30 (1578, 1812) 20  55 (3189, 2936) 14  80 (1848, 2564) 43 

6 (2750, 3501) 74  31 (4345, 1676) 27  56 (1401, 2169) 78  81 (3239, 2417) 96 

7 (2383, 2198) 84  32 (4122, 2665) 96  57 (3099, 2347) 96  82 (1985, 2971) 57 

8 (2219, 2626) 20  33 (3668, 2895) 29  58 (1298, 4064) 17  83 (1703, 2230) 31 

9 (4180, 3866) 43  34 (2131, 2356) 81  59 (2565, 1600) 52  84 (2821, 3424) 86 

10 (3085, 3800) 68  35 (2986, 3390) 96  60 (4272, 1279) 80  85 (2044, 3315) 29 

11 (3501, 1767) 24  36 (2522, 1135) 78  61 (3844, 2553) 53  86 (3697, 2507) 31 

12 (4245, 4278) 22  37 (4284, 3054) 58  62 (3792, 2904) 35  87 (1121, 3147) 91 

13 (3232, 3162) 72  38 (1163, 1566) 61  63 (2391, 3567) 51  88 (1880, 1036) 83 

14 (2871, 2000) 64  39 (2156, 1713) 11  64 (4002, 4139) 60  89 (2567, 2572) 95 

15 (2093, 1463) 30  40 (2714, 2575) 20  65 (4265, 2973) 81  90 (3219, 3936) 88 

16 (1118, 3403) 73  41 (2122, 1471) 43  66 (2203, 4165) 15  91 (2993, 3593) 90 

17 (2500, 2796) 42  42 (3189, 2209) 65  67 (3609, 4450) 20  92 (2732, 3115) 58 

18 (1768, 1415) 11  43 (2986, 1562) 95  68 (1862, 3003) 23  93 (4079, 3310) 61 

19 (2872, 1926) 58  44 (3722, 4010) 57  69 (2560, 4245) 54  94 (4255, 2294) 88 

20 (2247, 1096) 45  45 (4442, 3702) 89  70 (1770, 1329) 89  95 (4053, 1510) 10 

21 (1091, 3950) 19  46 (3834, 2899) 32  71 (2619, 4427) 93  96 (1535, 3579) 17 

22 (3679, 1844) 94  47 (1295, 1526) 42  72 (3358, 3829) 22  97 (2063, 2177) 41 

23 (1445, 2711) 40  48 (1475, 2326) 89  73 (3717, 2180) 25  98 (2808, 4053) 89 

24 (1244, 2138) 20  49 (3206, 3427) 91  74 (3383, 2515) 59  99 (3223, 3318) 86 

25 (2374, 4382) 77  50 (2703, 3493) 47  75 (3380, 3464) 56  100 (3310, 2113) 21 

 

Table 8. The results of the ROA algorithm and other algorithm in 31g-6n 
31g-6n ROA PSO BOA BA WOA 

Best 549648.31 563036.71 549648.31 563036.71 549648.31 

Mean 564573.66 582676.38 580592.38 579595.59 575244.31 
Std 11738.9 12065 22483.7 11142.24 15080.2 

Time 30.5259 32.2373 65.8789 33.7039 32.9595 

Location 12-27-17-9-20-5 17-27-24-12-9-5 9-27-12-5-17-20 5-27-9-17-12-24 12-27-17-5-20-9 

 

Table 9. The results of the ROA algorithm and other algorithm in 100g-20n 
100g-20n ROA PSO BOA BA WOA 

Best 1235674.83 1385014.92 1322936.94 1405859.74 1280610.1 

Mean 1298202.3 1437103.9 1390539.5 1433594.5 1343057.7 
Std 30896.9 28190 42950.1 25495.2 32527.7 

Time 112.527 121.081 226.16 123.684 120.711 

Location 14-34-58-60-88 

-85-71-57-99-84 

-9-26-16-90-73 

-48-3-65-61-47 

1-60-65-91-7-69 
-45-63-17-88-23 

-3-59-78-72-99 

-26-58-47-56 

18-28-87-99-9 
-7-57-91-3-29 

-76-98-60-82-73 

-56-65-27-62-26 

94-66-31-70-14 
-61-79-71-17-2 

-50-4-60-87-78 

-34-9-35-90-48 

79-47-16-81-90 
-18-7-64-11-25 

-45-32-43-88-31 

-82-99-54-84-56 

 

 

In the data in Table 8 and Table 9, ‘best’ represents the 

minimum value of the objective function. ‘mean’ is the 

average value of the optimal value obtained by running 10 

times. ‘std’ is the standard deviation. ‘time’ is the total time 

for each algorithm to run 10 times. ‘location’ is the city serial 

number selected by each algorithm as the distribution center. 

It can be seen from Table 8 that in the test case of 31g-6n, the 

BOA, WOA and ROA algorithms can obtain the optimal value 

of 549648.313, and the corresponding distribution center 

location is 5-9-12-17-20-27. From the perspective of average 

value and time, the ROA algorithm is superior to other 

algorithms. Because it can get the best average in the shortest 

time. But its standard deviation is slightly worse than the BA 

algorithm as a whole. Comparing the data in Table 8 and Table 

9, it can be concluded that as the number of cities increases, 

the ROA algorithm can still calculate the most accurate 

optimal value and average value in the shortest time. However, 

its stability is worse than the PSO and BA algorithm. The 

location of the distribution center obtained by the ROA 

algorithm in the 100g-20n case is 3-9-11-16-26-34-47-48-57-

58-60-61-65-71-73-84-85-88-90-99. It can be seen from 

Figure 6 that the ROA algorithm has a faster convergence rate 

in the first 20 iterations. Compared with other algorithms, its 

final convergence value achieved an overwhelming victory. It 

shows that the ROA algorithm has greater advantages in 

solution accuracy and convergence ability. 

On the whole, the ROA algorithm can efficiently solve the 

logistics distribution centers location problem. Yet the 

stability of the ROA algorithm needs to be further improved, 

which has a direct relationship with the accuracy of the 

average value. The more stable the algorithm, the more 

accurate the solution will be. Therefore, studying how to 

improve the stability of the ROA algorithm will become the 

focus of the next step. 

 



Rafflesia Optimization Algorithm Applied in the Logistics Distribution Centers Location Problem 1553 

 

 

        

(a) 31g-6n                                (b)100g-20n 

Figure 6. Convergence curve of the 31g-6n and the 100g-20n 

 

      

(a) 31g-6n                                 (b) 100g-20n 

Figure 7. Distribution center location maps of the 31g-6n and the 100g-20n 

 

 

6 Conclusion 
 

By simulating the growth characteristics of Rafflesia, we 

propose a new intelligent optimization algorithm, named the 

Rafflesia Optimization Algorithm (ROA). The three stages of 

the ROA algorithm simulate the processes of Rafflesia 

attracting insects, swallowing insects, and spreading seeds. In 

order to verify the performance of the new algorithm, it is 

tested on the CEC2013 benchmark function set and compared 

with seven meta-heuristics algorithms. In addition, it is also 

applied to the logistics distribution centers location problem to 

test the ability to solve actual problems. The test results of the 

two parts have proved that the new algorithm has strong 

optimization ability and competitiveness. And it is an effective 

algorithm for solving optimization problems. However, it is 

discovered during the test that there is still room for further 

optimization in the stability of the ROA algorithm. In the 

future, we will improve the optimization capabilities of the 

ROA algorithm by introducing different optimization 

strategies. 
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