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Abstract

With the evolution of the Internet, people’s lives are growing increasingly intelligent, and massive amounts of data are also generated. The combination of cloud computing and fog computing can store and process it efficiently. However, a new and urgent challenge has emerged about how to ensure that data in cloud and fog nodes are accessed securely. In order to address this issue, we propose an efficient anti-key leakage CP-ABE (EAL-CP-ABE) scheme based on cloud-fog computing. In our scheme, we achieve the identity tracing of the authorized user who leaked the private key by means of white-box tracing and the maximum number of user accesses. Meanwhile, we design a reward and punishment mechanism which rewards those with a good reputation and revokes authorized users who have exceeded the access limit or sold private keys to further reduce the possibility of key leakage. Due to limited local resources, we use fog nodes to achieve outsourced decryption of ciphertext. In addition, the detailed security analysis is provided to prove that the EAL-CP-ABE scheme is IND-CPA secure and traceable based on the hardness assumptions. Finally, we demonstrate that the EAL-CP-ABE scheme is efficient through the performance analysis.
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1 Introduction

Along with the continuous innovation of technology for the Internet and IoT, cloud computing is constantly developing and maturing. Cloud services gradually permeate into healthcare, transportation and other fields from the Internet industry [1]. Cloud computing uses virtual technology to manage resources and achieves efficient processing of massive data through distributed data storage technology and parallel computing pattern, which liberates enterprises from the technical problems of handling huge data and effectively helps them reduce costs and optimize efficiency [2-3]. It is designed to offer users unrestricted real-time data storage whenever and wherever they need it [4-5]. However, the enormous quantity of data and the growing number of devices accessing the network led to overload and high latency in data transmission. Thus, fog computing emerges as the times require. In 2012, Cisco introduced the notion of fog computing.

It is a distributed computing platform with a pool of resources that is comprised of one or more ubiquitous fog devices [6]. And it provides storage, computing and network services among intelligent devices and cloud servers, which are usually embedded at the network edge. Rather than substituting for cloud computing, fog computing is regarded as an extension of cloud computing, which can respond to the user’s demand for operations in greater real-time.

Since cloud and fog nodes are not fully trusted, it is extremely hard to guarantee the confidentiality of the information stored in them [7-8]. There has been a surge in data privacy concerns, including data leakage and user privacy exposure in recent years [9-10]. So, we cannot only rely on cloud or fog service providers to offer data access control as they may not be able to enforce it fairly for profit. The urgent issue currently is how to ensure that the data information stored in the honest-and-curious cloud or fog nodes is securely accessed. The attribute-based encryption (ABE) achieves one-to-many communication and fine-grained access control systems through attributes set and access structure, which can solve the above-mentioned issue. The ABE mechanism can be classified into two models and one of them is key-policy ABE (KP-ABE) [11]. The set of attributes is used to encrypt the ciphertext, and the access policy is an element of the private key of this type. It is suitable for static scenes such as pay-TV channels. And the other is ciphertext-policy ABE (CP-ABE) [12]. Compared to the former, the ciphertext in the CP-ABE scheme is obtained by encrypting the plaintext with the access policy, and the private key involves the set of attributes. It has received more attention and research than KP-ABE because the data owner takes charge of formulating the access policy on this approach.

However, in the actual scenario, some malicious authorized users may sell their private keys for profit, which leads to the leakage of private keys. One possible solution to resist key leakage is to trace the hidden malicious users. So, Ning et al. [13] added the large space and white-box traceability features to the original CP-ABE scheme [12], which enables effective traceability of malicious users. Nevertheless, the scheme merely implements the tracing of malicious users without the revocation operation, which is essential to guarantee the security of the system. For this, Li et al. [14] brought up a CP-ABE scheme with the properties of traitor traceability and revocation. However, their scheme involves a relatively high computational cost in the decryption phase, which is not feasible for devices with limited
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computing resources. To address the issue, Premkamal et al. [15] brought up a novel traceable CP-ABE through a proxy server that traces malicious users who access data exceptionally. In addition, a privacy-preserving CP-ABE scheme put forward by Han et al. [16] can simultaneously realize the tracing, revocation and ciphertext-update features. Although all of the above schemes tackle the issue of key leakage to some degree, these schemes are not sufficient regarding security or efficiency. There is still a common issue that they fail to consider to actively identify potential users who may compromise keys.

In this work, we first consider that if the authorized user’s private key is in the hands of different people through sale, the frequency of accessing data in the cloud owing to the leaked private key will increase. We establish a maximum access mechanism that restricts the number of times a user can access data in the cloud during a period of time, and once the number of accesses exceeds the set value, we can consider that the user is at the risk of the private key leakage. In the meantime, we will trace the identity of the user. Then, we add additional protection based on passive tracing. When the private key is found to be sold in the market, we trace the key owner’s identity. Furthermore, we set up a reward and punishment mechanism to further resist key leakage. In terms of rewards, we regularly give rewards to users with a good reputation, such as coupons, etc. In terms of punishment, users at the risk of key leakage cannot get any rewards. Also, if the times that users access data in the cloud is too frequent, we blacklist them, i.e., revoke the users’ access permission so that they cannot access the resources. Finally, taking into account the limitations of traditional cloud, such as low bandwidth, network instability and the high computational overhead of decrypting locally [17], we realized higher processing efficiency and lower computational overhead through the characteristics of low latency and decentralized layout of the fog nodes.

1.1 Contributions

We put forward an efficient anti-key leakage CP-ABE (EAL-CP-ABE) scheme based on cloud-fog computing to address the issue of malicious authorized users frequently leaking their private keys. The main contributions of EAL-CP-ABE scheme are shown as follows:

- **We present an anti-key leakage scheme about two types of protection: active and passive protection.** In active protection, we set a limited access control mechanism, which means that authorized users can only be able to visit the cloud data for limited times in a period of time, so as to restrict the scope of key leakage, and once the threshold is surpassed, the trusted authority will be notified to trace that malicious user’s identity. In passive protection, if we find a private key that is sold in the market, we can trace the key owner’s identity through a trusted authority.

- **We propose the outsourced decryption mechanism through fog nodes.** If and only if that user’s access permission has not been revoked and his or her attributes set fulfills the access policy, the fog node will partially decrypt ciphertext stored in the cloud and send it to the data user so as to lower the computation overhead. Furthermore, considering the risk of outsourced decryption, we integrate validation parameters into the scheme to ensure the integrity of the data.

- **We put forward a reward and penalty mechanism to reward users with a good reputation and penalize malicious users.** And we firstly set the initial values $t_0, t_1$ and $t_0 < t_1$. If the times that the data users access cloud data in a period of time are less than $t_0$, then the users can be given appropriate benefits, such as rewarding vouchers. Otherwise, we do not offer any rewards to the users. In addition, if the times that the users access cloud data in a period of time is more than $t_1$ or the user’s private key is found for sale, then his or her access permission will be revoked. This can, to a certain extent, reduce the possibility that authorized users sell their private keys, and thus it can indirectly resist key leakage.

1.2 Related Work

The concept of attribute-based encryption (ABE) [18] was firstly proposed in 2005, which is the foundation of identity-based encryption. The next year, Goyal et al. [11] designed the key-policy ABE scheme on the basis of their scheme. Then, Bethencourt et al. [12] put forward the ciphertext-policy ABE scheme that enables encrypted data security though the cloud cannot be trustworthy. After that, scholars have carried out considerable research on CP-ABE because it achieves fine-grained access control and is well suited to real-world scenarios. Depending on the requirements of different applications, researchers have added other features of the CP-ABE schemes. Here we focus on the characteristics of malicious user traceability, outsourced decryption and user revocation relevant to our work.

**Malicious user traceability.** In [13], Ning et al. brought up two practical large universe CP-ABE schemes which have the feature of white-box traceability. The latter implements constant storage for traitor traceability based on the former. Their schemes are constructed by prime order bilinear groups and proved secure on the basis of the hardness assumption. In [19], Yan et al. presented a novel anti-key delegation abuse and traceable attribute-based encryption scheme, which achieves higher performance by taking advantage of a traceability method based on a short signature structure. Han et al. [16] put forward a hidden-policy CP-ABE scheme that implements the functions of revocation and white-box traceability. Their scheme is proved IND-CPA secure on the basis of the hardness assumptions in the standard model.

**Outsourced decryption.** Premkamal et al. [20] brought up a verifiable outsourced CP-ABE scheme in terms of data privacy in cloud computing. In addition, the scheme restricts users’ data access to satisfy the demands of business applications. A fair outsourced decryption ABE scheme was put forward by Zheng et al. [21] that utilizes blockchain and sampling technology. The scheme used smart contracts and sampling technology to ensure fairness between agents outsourcing and users. Feng et al. [22] designed an edge-smart IoV parallel outsourced decryption of the ABE model. The scheme can improve decryption efficiency effectively based on Spark and MapReduce methods.

**User revocation.** To achieve user revocation, Ramu et al. [23] optimized the original CP-ABE scheme so as to realize...
user revocation. The scheme implements fine-grained user revocation by means of an immediate attribute modification method. Sethia et al. [24] proposed scalable revocation and constant ciphertext length for CP-ABE scheme that is secure on the basis of the hardness assumption against CCA attacks. Ge et al. [25] designed a specific revocable ABE scheme that enables cloud storage to revoke the recipient with the data integrity directly. And the scheme takes advantage of updating the access policy to achieve user revocation.

All of the above schemes have made great contributions to guaranteeing that data stored in the cloud or in fog nodes can be accessed securely. But there is still a lack of a more comprehensive scheme. Therefore, we proposed an efficient anti-key leakage CP-ABE (EAL-CP-ABE) scheme based on cloud-fog computing, which can trace and revoke malicious users who leak private keys as well as reduce local computational overhead.

1.3 Organization

Section 2 presents some important preliminaries about this paper, including access structure, linear secret sharing scheme and complexity assumptions. Section 3 shows the overview of system and security of the proposed EAL-CP-ABE scheme. Then, we present the construction of our EAL-CP-ABE scheme in section 4. Section 5 gives the correctness and the security analysis of our EAL-CP-ABE scheme. Furthermore, the performance analysis of our EAL-CP-ABE scheme is illustrated in section 6. At last, we draw the conclusion of this paper in section 7.

2 Preliminaries

2.1 Access Structure

Given that \( A = \{A_1, A_2, ..., A_n\} \) is a set of groups and a collection \( C \subseteq 2^{\{A_1, A_2, ..., A_n\}} \). An access structure [26] is a collection \( C \) with non-empty subsets, i.e., \( C \subseteq 2^\delta \setminus \{\emptyset\} \). Particularly, for \( \forall E, F: \) in case that \( E \in C \) and \( E \subseteq F \), then \( F \in C \) is satisfied, we define \( C \) as monotone. We call the sets which are in collection \( C \) as the authorized sets while the sets which are not in collection \( C \) are referred to as the unauthorized sets.

2.2 Linear Secret Sharing Scheme

We utilize LSSS [26] to build an access policy as \( (T, f) \), where the matrix \( T \) is \( m \) rows and \( n \) columns and \( f \) associates rows of the matrix \( T \) with attributes. A LSSS scheme contains the following two steps:

Share \( (T, f), s : \) The share step is to split the secret value \( s \in \mathbb{Z}_p \) by means of the matrix \( T \). Given a vector \( \vec{\mu} = (s, \mu_1, \mu_2, ..., \mu_n) \), where \( \mu_1, \mu_2, ..., \mu_n \in \mathbb{Z}_p \) are randomly selected to share the secret value \( s \). Let \( \vec{\lambda} = T \cdot \vec{\mu} \) where \( T \) means matrix’s \( i \)-th row vector.

Reconstruction \( (\vec{\lambda}_1, \vec{\lambda}_2, ..., \vec{\lambda}_n, (T, f)) : \) The reconstruction step is to recover the secret value \( s \) from the shares of the parties. Given the authorized set \( S \) and \( I = \{i : f(i) \in S\} \subseteq \{1, 2, ..., m\} \). There remains constant \( \{w_i \in \mathbb{Z}_p\}_{i \in I} \) for which \( \sum w_iT_i = (1, 0, 0, ..., 0) \) holds. In other words, we can recover the secret value \( s \) according to \( \sum w_i\vec{\lambda}_i = s \).

2.3 Complexity Assumptions

We use decisional \( q \)-parallel BDHE assumption [27] and l-SDH assumption [13] to prove the proposed EAL-CP-ABE scheme IND-CPA secure and traceable. We give \( \hat{G}, \hat{G}_t \) which are two multiplicative cyclic groups of prime order \( p \).

The generator element of \( \hat{G} \) is \( \hat{g} \) and \( e \) is a bilinear map as \( e : \hat{G} \times \hat{G} \rightarrow \hat{G}_t \). The detailed definition of these hardness assumptions is as follows.

Assumption 1. (\( q \)-parallel BDHE): we randomly choose \( s, m, l_1, l_2, ..., l_q \in \mathbb{Z}_p \). Then, construct \( \vec{Q} = \{ \)

\[ 
\begin{align*}
\hat{g}, \hat{g}^s, \hat{g}^{m^2}, \hat{g}^{m^3}, \hat{g}^{m^4}, \hat{g}^{m^5}, \\
&\quad \forall i \in [q] \hat{g}^{l_i}, \hat{g}^{m^2l_i}, \hat{g}^{m^3l_i}, \hat{g}^{m^4l_i}, \hat{g}^{m^5l_i}, \\
&\quad \forall k \in [q] \forall j \in [k] \hat{g}^{m^2l_i + m^3l_j}, \hat{g}^{m^4l_i + m^5l_j} \}
\end{align*}
\]

This assumption means no PPT adversary is able to differentiate between \( e(\hat{g}, \hat{g}) \) and a random value \( T \in \hat{G}_t \).

Assumption 2. (l-SDH): we randomly choose \( x \in \mathbb{Z}_p \). Then, construct \( (t + 1) \)-tuple \( (\hat{g}, \hat{g}^x, \hat{g}^{x^2}, ..., \hat{g}^{x^t}) \). This assumption means no PPT adversary is able to compute the pair \( (b, \hat{g}^{l(t + b)}) \).

3 The Overview of System and Security

3.1 System Model

Just as displayed in Figure 1, the system model is composed of five entities which are the Trusted Authority (TA), Cloud Service Provider (CSP), Data Owner (DO), Data User (DU) and Fog Node (FN). The details are listed as follows.

**Trusted Authority (TA):** TA publishes the system parameters. And it is a fully trusted entity to create a unique private key for each DU. Furthermore, it realizes the tracing of malicious DU and updates unrevoked DUs’ private keys and the list of the partial private key. Then it transmits the updated list of partial private key to FN for achieving revocation of malicious DUs.

**Cloud Service Provider (CSP):** CSP supplies storage space for ciphertext and updates the list of times that DU accesses data from CSP through the download request, and if the times that DU accesses data from CSP exceeds the threshold value, CSP will send the blinded id of DU to TA for tracing the identity of DU. In addition, CSP regularly rewards DUs with good credit.

**Data Owner (DO):** DO firstly encrypt the file by the symmetric key. Then, DO designates an access policy and encrypts the symmetric key using attribute-based encryption.
Finally, DO uploads the encrypted ciphertext tuple, which contains symmetric encrypted file and ciphertext based on attribute encryption to the cloud.

**Data User (DU):** DU initiates a download request to FN. If DU’s attributes set fulfills the access policy and his or her access permission is not revoked, DU can download the semi-decrypted ciphertext. Then DU utilizes his or her private key to decrypt the semi-decrypted ciphertext for the corresponding symmetric key. Finally, DU decrypts the encrypted file to obtain the plaintext file by the symmetric key.

**Fog Node (FN):** FN verifies DU’s identity according to the information of the download request sent by DU. Meanwhile, FN checks whether it exists in the list of the partial private key. If not, the request is sent to the cloud. Otherwise, the download request is ignored.

![Figure 1. The proposed system model](image)

### 3.2 The Brief Workflow of EAL-CP-ABE Scheme

The proposed EAL-CP-ABE scheme resistant to key leakage based on cloud-fog computing includes several algorithms as follows:

- \[ \text{Init}(\lambda,N) \rightarrow (\text{Params}, \text{MSK}) \]: The Init step is run by TA. Given the security parameter \( \lambda \) and attribute space \( N \), and it generates the public parameters \( \text{Params} \) and the master secret key \( \text{MSK} \).

- \[ \text{KeyGen}(\text{Params}, \text{MSK}, id, S) \rightarrow (SK, TK) \]: The KeyGen step is run by TA. Given \( \text{Params} \), \( \text{MSK} \), DU’s identity \( id \) and the set \( S \) of DU’s attributes, and it generates the private key \( SK \) and the partial private key \( PSK \) for each DU.

- \[ \text{Encrypt}(\text{Params}, m, (T, f)) \rightarrow CT \]: The Encrypt step is run by DO. Given \( \text{Params} \), the plaintext \( m \) and the access policy \( (T, f) \) which DO assigns, and it outputs the ciphertext \( CT \). And DO uploads it to CSP.

- \[ \text{Decrypt}(CT, TK, SK) \rightarrow m \]: The Decrypt step is divided into two parts. First, FN decrypts the original ciphertext \( CT \) by the private key \( PSK \) to derive the semi-decrypted CT. After that, DU utilizes his or her private key \( SK \) to decrypt the semi-decrypted CT and obtain the plaintext \( m \).

- \[ \text{Trace}(\text{Params}, SK / \text{count}) \rightarrow id / \perp \]: The Trace step run by TA is divided into two cases: internal tracing and external tracing. When it is an internal tracing, TA traces DU’s identity \( id \) based on \( Z_{id} \) where \( Z_{id} \) is sent to TA from CSP. In other words, the times that DU accesses the data from CSP exceeded the threshold value in a period of time. When it is an external tracing, TA firstly checks whether \( SK \) is in well-formed to confirm whether the private key \( SK \) should be traced. If the private key \( SK \) can pass the key sanity check, TA will trace DU’s identity \( id \) based on the private key and output DU’s identity \( id \). Otherwise, the step outputs \( \perp \).

**KeyUpdate(id) \rightarrow (SK’, TK’):** The KeyUpdate step is run by TA. Given the identity \( id \) of malicious DU who is traced, and it returns the updated private key \( SK’ \) and partial private key \( PSK’ \) for the other DUs except for the identity \( id \).

### 3.3 Threat Model and Security Demands

The threat model and security demands of EAL-CP-ABE scheme are introduced in the segment. We first put forward a threat model definition of the proposed scheme. The adversary attempts to take data from CSP without a valid private key. In addition, CSP and FN are semi-honest entities that will execute their assigned tasks honestly, but they will also try to gain some information that they are not authorized to obtain for their benefit. Finally, the malicious DUs that have been revoked try to acquire the data from CSP.

On the basis of the proposed threat model, we put forward security demands for EAL-CP-ABE scheme. On the one hand, we claim that TA is a fully trusted entity and strictly performs its assigned tasks. On the other hand, we claim that there is no collusion among CSP, FN and DUs. In general, only if DU’s attributes set satisfies the access policy and his or her access permission is not revoked, he or she can access the data in the cloud.

### 3.4 Security Model

We present the security model of EAL-CP-ABE scheme including IND-CPA security and traceability. (1) IND-CPA security. The EAL-CP-ABE scheme is IND-CPA secure if the adversary has the negligible advantage in the following game.

**Init.** The adversary selects a challenge access policy \( (T’, f’) \).

**Setup.** The challenger generates the public parameters and sends it to the adversary.

**Query-I.** The adversary performs key queries about the set \( S \) of the attributes where \( S \not\in T’ \).

**Challenge.** The adversary chooses two equal plaintexts \( m_0, m_1 \) and passes them to the challenger. The challenger randomly selects \( \beta \in [0,1] \) to compute the ciphertext and returns it to the adversary.

**Query-II.** The adversary performs key queries as in Query-I.

**Guess.** The adversary puts out the guess \( \beta’ \). If \( \beta’ = \beta \), the adversary will win the game.

The advantage of the adversary winning the game is defined as \( \epsilon = |\Pr[\beta = \beta’] - 1/2| \).

(2) Traceability. The EAL-CP-ABE scheme is traceable if the adversary has the negligible advantage in the following games.

**Setup.** The challenger generates the public parameters and sends it to the adversary.

**Key Query.** The adversary submits \( (id_1, S_1), (id_2, S_2), ..., (id_n, S_n) \) to the challenger for querying private keys. The challenger generates \( \{SK_i\}_{i=1,2,...,n} \) and returns them to the adversary.
Key Forgery. The adversary outputs a private key $SK_x$. If $Trace(Params, SK) \notin \{\bot, id_1, id_2, \ldots, id_n\}$, the adversary will win the game.

The advantage of the adversary winning the game is defined as $\varepsilon = Pr[Trace(Params, SK) \notin \{\bot, id_1, id_2, \ldots, id_n\}]$.

4 Construction

In this segment, we summarize our used notations in Table 1 for the EAL-CP-ABE scheme. Furthermore, we depict the detailed construction of the proposed EAL-CP-ABE scheme.

<table>
<thead>
<tr>
<th>Table 1. Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
</tr>
<tr>
<td>$p$</td>
</tr>
<tr>
<td>$\hat{G}, \hat{G}_r$</td>
</tr>
<tr>
<td>$\hat{g}$</td>
</tr>
<tr>
<td>$e$</td>
</tr>
<tr>
<td>$Params$</td>
</tr>
<tr>
<td>$MSK$</td>
</tr>
<tr>
<td>$SK_{id}$</td>
</tr>
<tr>
<td>$PSK_{id}$</td>
</tr>
<tr>
<td>$ULList$</td>
</tr>
<tr>
<td>$PSKList$</td>
</tr>
<tr>
<td>$TL$</td>
</tr>
</tbody>
</table>

4.1 Init

TA executes the Init step to generate the system parameters. Given the security parameter $\lambda$ and attribute space $\mathbb{N}$.

Firstly, TA randomly selects $h_1, h_2, \ldots, h_n, R \in \hat{G}, \alpha, a \in Z_p$ where $n$ is the size of the attribute space and computes the values $e(\hat{g}, \hat{g})^a$ and $\hat{g}^a$. In addition, TA selects hash function $H: Z_p \rightarrow \hat{G}$.

Then TA outputs $Params = \{p, \hat{g}, e(\hat{g}, \hat{g}), \hat{g}^a, h_1, h_2, \ldots, h_n, R, H\}$ and $MSK = \{a, \alpha\}$. Finally, TA sends $Params$ to other entities and keeps $MSK$.

4.2 KenGen

TA performs the KenGen step to create the private key for each DU. Every DU holds a unique identity $id$ in the system. Let $Params, MSK$, DU’s identity $id$ and the set $S \in \mathbb{N}$ of DU’s attributes be used as inputs, and it initializes $ULList$ and $PSKList$ as $\emptyset$.

Then, TA randomly chooses $u, v, t \in Z_p$ where $t$ is a unique random value and calculates the following parameters:

\[ Z_{id} = H(id \parallel t), L = y_1, L_0 = \hat{g}^{a(v)} R^a, L_1 = \hat{g}^a, L_2 = \hat{g}^{au}, (K_0 = h_1^{a(v)}y_1, l \in S^a) \]

Set the private key $SK_{id} = \{t, Z_{id}, L, L_0, L_1, L_2, (K_0)_{id} \}$ for DU. In addition, TA computes $L'_0 = \hat{g}^{au(v)} R^a$ and sets the partial private key $PSK_{id} = \{Z_{id}, L, L_0, L_1, L_2, (K_0)_{id} \}$. After that, TA keeps the list $ULList = ULList \cup \{Z_{id}, id\}$ of DUs’ identities and updates the list $PSKList = PSKList \cup \{Z_{id}, TK_{id}\}$ of the partial private key.

Finally, TA sends $PSKList$ to the fog nodes in order to implement the outsourced decryption and keeps $ULList$.

For the purpose of active protection, TA updates the list $TL = TL \cup \{Z_{id}, count_{id}\}$ of times that DU accesses data from CSP and sends it to CSP. The $count_{id}$ is initialized to zero and the range is set between $t_0$ and $t_1$. If $count_{id} < t_0$, it means that DU has a good reputation and he or she will receive a reward such as a coupon. If $t_0 < count_{id} < t_1$, it means that DU has the potential to compromise private key and he or she will not receive any reward. If $count_{id} > t_1$, it means that the times that DU accesses data from CSP has exceeded the threshold value over a period of time and he or she will be withdrawn from access permission.

4.3 Encrypt

DO implements the Encrypt step and inputs $Params$, the plaintext document $File$ and the access policy $(T, f)$, where the matrix $T$ is $l \times n$ and $f$ associates each row of the matrix $T$ with each set of DU’s attributes. DO randomly selects a symmetric key $SK \in Z_p$ to encrypt plaintext document $File$ as the symmetric ciphertext $\hat{CT}$.

DO selects a random vector $\bar{\mu} = (s, \mu_2, \mu_3, \ldots, \mu_s)$ where $\mu_2, \mu_3, \ldots, \mu_s \in Z_p$ to share the secret value $s \in Z_p$.

And each share $\lambda_i$ is calculated by $\lambda_i = T_i \cdot \bar{\mu}$ where $T_i$ means matrix’s $i$-th row vector. At last, DO selects $t_1, t_2, \ldots, t_l \in Z_p$ to generate the tuple $(\hat{CT}, CT) = (\hat{CT}, (M, f), C_0, C_1, C_2, \{(B_{1a}, B_{2a}), l \in [1, l]\})$ as:

\[ C_0 = \hat{SK} \cdot e(\hat{g}, \hat{g})^{a(v)}, C_1 = \hat{g}^s, C_2 = \hat{g} \]

\[ B_{1a} = R^x h_{1a}^{y_1}, B_{2a} = \hat{g}^{x(v)} \]

For guaranteeing the integrity of the ciphertext and obtain the correct symmetric key $\hat{SK}$. DO computes $\hat{C} = H(\hat{SK})$ which is used by DU to authenticate the integrity of the ciphertext. Finally, DO uploads the ciphertext tuple $(\hat{CT}, CT, \hat{C})$ to CSP.

4.4 Decrypt

To obtain the encrypted files in the cloud, DU firstly sends a download request $\{Z_{id}, ver = Z_{id} \oplus L_1\}$ to FN. FN receives the request and searches for whether a transformation key exists based on the value of $Z_{id}$ and verify $Z_{id} = ver \oplus L_1$.

If the above condition holds, FN sends the request to CSP. Otherwise, FN ignores it. When CSP receives the request, it queries the value of $count$ in the list $TL$ of times that DU accesses data from CSP according to $Z_{id}$. If $count < t_0$, then it will send the ciphertext tuple to FN and calculate
count = count + 1. If count > t1, then CSP will stop sending the ciphertext tuple and send Zd to TA. When FN receives the encrypted file, it will perform the semi-decryption of the ciphertext CT according to the partial private key PSKd. DU’s attributes fulfill the access policy. There exists constant \{ w_i \}_{i \in \{1, 2, \ldots, n\}} for which \sum_{i} w_i \cdot t_i = (1, 0, 0, \ldots, 0) . That means \sum_{i} w_i \cdot \lambda_i = \delta = s . Then, FN computes

\[ Q = \prod_{i} \{ e(B_{i_1}, (L_2)^{\lambda} \cdot L_2) e(K_{f(i)}, B_{2_i}) \}^{w_i} \]

\[ = \prod_{i} \{ e(R^k, h_{f(i)}^{\lambda} \cdot \hat{g}^{(a^r+s)_w}) e(h_{f(i)}^{(a^r+s)_w}, \hat{g}^{s}) \}^{w_i} \]

\[ = \prod_{i} \{ e(g^k, \hat{g}^{(a^r+s)_w}) \}^{w_i} \]

\[ = e(R, \hat{g})^{(a^r+s)_w} \]

\[ V = e(L_{i_1}, (C_1 \cdot C_2)) \]

\[ = e(\hat{g}^{(a^r+s)_w}, e(R, \hat{g})^{(a^r+s)_w}) \]

\[ D = V / Q = e(\hat{g}, \hat{g})^{s} \]

Then, FN transmits the ciphertext tuple \((\hat{C}T, D, \hat{C})\) which is partially decrypted to DU. After DU receives the semi-decrypted ciphertext tuple \((\hat{C}T, D, \hat{C})\), he or she computes \(C_0(D') = \hat{SK}\) and verifies \(\hat{C} = H(\hat{SK})\). If this equation holds, DU decrypts \(\hat{C}T\) with the symmetric key \(\hat{SK}\) to obtain the plaintext document file File. Otherwise, the decryption abort.

### 4.5 Trace

The Trace step is divided into two cases: internal tracing and external tracing.

**Internal tracing:** when the cloud finds that \(\text{count}_d > t_1\) in a period of time, it sends \(Z_d\) to TA, and TA queries the list \(UList\) of DUs’ identities according to \(Z_d\) for tracing DU’s identity \(id\).

**External tracing:** when someone’s private key \(SK_d\) is found to be sold in the market, TA first judges whether the private key \(SK_d\) is well-formed in order to decide whether it is a forgery key. If the private key is not a forgery key, we need to trace the identity of DU’s private key. The KeySanityCheck algorithm to check whether the well-formed of the private key as follows,

\[ L \in Z_p, Z_d, L_0, L_1, L_2, K_1 \in \hat{G}. \]

\[ e(L_1, \hat{g}) = e(L_2, \hat{g}). \]

\[ e(L_0, \hat{g}^{a^r+s}) = e(\hat{g}, \hat{g}) e(R, L_2 \cdot L_1^{a^r+s}). \]

\[ \exists x \in S, s.t. e(K_x, \hat{g}) = e(L_1^{a^r+s}, L_2, h_3). \]

In case that the private key \(SK_d\) fulfills the above equations (1)–(4), it will pass the KeySanityCheck algorithm. Then TA queries the list \(UList\) of DUs’ identities according to \(Z_d\) for tracing DU’s identity \(id\). Otherwise, the algorithm outputs \(\perp\).

### 4.6 KeyUpdate

After querying the identity \(id\) of malicious DU which has been traced, TA updates the other unrevoked user keys and the list of the partial private key to achieve the revocation of the malicious user.

Firstly, TA chooses a random \(t' \in Z_p\) to compute new \(SK'_d = (t', Z'_d) = H(j \| t')\), \(L, L_0, L_1, L_2, (K_1 \in \{ \ldots \})\) and \(\hat{C}T = (\hat{C}T, D, \hat{C})\) of DUs’ identities, the list \(PSKList' = \{Z'_d, SK'_d\}\) of the partial private key where \(PSK'_d = \{Z'_d, L, L_0, (L_0)^{a^r+s}, L_1, L_2, (K_1 \in \{ \ldots \})\}\). Then, TA updates the list \(TL' = \{Z'_d, count_{TL'}\}\) of times that DU accesses data from CSP.

### 5 Correctness and Security Analysis

In this segment, we give the correctness and security analysis of the EAL-CP-ABE scheme.

#### 5.1 Correctness

In the Decrypt step, suppose that \(PSK_d\) and \(SK_d\) are generated by TA and the set of DU’s attributes fulfills the access policy, we have

\[ Q = \prod_{i} \{ e(B_{i_1}, (L_2)^{\lambda} \cdot L_2) e(K_{f(i)}, B_{2_i}) \}^{w_i} \]

\[ = \prod_{i} \{ e(R^k, h_{f(i)}^{\lambda} \cdot \hat{g}^{(a^r+s)_w}) e(h_{f(i)}^{(a^r+s)_w}, \hat{g}^{s}) \}^{w_i} \]

\[ = \prod_{i} \{ e(g^k, \hat{g}^{(a^r+s)_w}) \}^{w_i} \]

\[ = e(R, \hat{g})^{(a^r+s)_w} \]

\[ V = e(L_{i_1}, (C_1 \cdot C_2)) \]

\[ = e(\hat{g}^{(a^r+s)_w}, e(R, \hat{g})^{(a^r+s)_w}) \]

\[ D = V / Q = e(\hat{g}, \hat{g})^{s} \]

and \(C_0(D') = \hat{SK} = e(\hat{g}, \hat{g})^{s} / e(R, \hat{g})^{(a^r+s)_w} = \hat{SK}\) hold. Thus, the correctness of the Decrypt step holds.
5.2 Security Analysis

**Theorem 1:** Provided that the decisional $q$-parallel BDHE assumption holds, our EAL-CP-ABE scheme is IND-CPA secure under selective access policy ($q \geq l^r, n^r$ where $l^r, n^r$ are the row and column of the challenge matrix). 

**Proof:** Provided that there is a PPT adversary $Adv_a$ with advantage $\varepsilon$ who can break the EAL-CP-ABE scheme, we can build a simulator $Sim_b$ with advantage $\varepsilon/2$ to figure out the decisional $q$-parallel BDHE assumption.

Firstly, the challenger $Cha_c$ randomly chooses $s, m, b, b', \ldots, b \in Z_p$ and gives the vector $\gamma = [g, g^s, g^m, g^{b}, \ldots, g^{m^r}, g^{s^r}, g^{b^r}]$.

\[
\forall_{\ell, j \in \mathbb{Z}} g^{\ell b_j}, g^{\ell b_j+b_i j}, \ldots, g^{m^r+b_i j}, g^{b^r+b_i j} \}
\]

Then, $Cha_c$ selects $\sigma \in \{0, 1\}$ at random. If $\sigma = 0$, let $T = e(g^{\gamma}, g^{\gamma^r})$. If $\sigma = 1$, $Cha_c$ randomly selects $V \in G_1$ and sets $\sigma = V$. Furthermore, $Cha_c$ sends $(\gamma, T)$ to $Sim_b$.

**Init.** Firstly, $Adv_a$ selects $(T', f')$ as challenge access policy and transmits it to $Sim_b$.

**Setup.** $Sim_b$ sets $e(g, g^\sigma) = e(g^{\gamma}, g^{\gamma^r})^{\sigma}$ so that $\sigma = \alpha' + m^{a_1}$ where $\alpha' \in Z_p$. As for every $x \in [1, u]$, let $X$ be the collection of indices $i$ in $f'(i) = x$ and $Sim_b$ chooses a random $z \in Z_p$. Then $Sim_b$ computes $h_i = g^{z^{(x^r)}}, i, x, m, b, m^r, b^r} \}
\]

In particular, if $X \in \emptyset$, let $h_i = g^z$. In addition, $Sim_b$ randomly chooses $a \in Z_p$, a hash function $H$ and computes $g_a$. Let $R = g^{a^r}$. $Sim_b$ publishes $Params = \{g, p, e(g, g^\sigma), g_a, h_1, h_2, \ldots, h_u, R, H\}$.

**Phase I.** $Adv_a$ performs key queries about the set $S$ of the sequence attributes where $S \not\in T'$. $Sim_b$ finds the vector $w' = (w_1, w_2, \ldots, w_u) \in Z_p^u$ so that $w'T_1 = 0$ where $w_i = -1$ for all $i$ satisfying $f'(i) \in S$. Then $Sim_b$ randomly chooses $t, y, r \in Z_p$ and computes

\[
L_1 = g^{\sum_{i=1}^n (g^{w_i^r})^{t^r}}} = g^a \]

which implies

\[
u = \frac{1}{a + y}((r + w_1 m^r + w_2 m^{t^r} + \ldots + w_u m^{r^{u-1}}). \]

And $Sim_b$ computes the following parameters:

\[
L_2 = g^{\sum_{i=1}^n (g^{w_i^r})^{t^r}}} = g^a, \\
L_0 = g^{\sum_{i=1}^n (g^{w_i^r})^{t^r}}} = g^{a(t^{r^u})} = g^{a(r^{u-1})}. R^r.
\]

In addition, $Sim_b$ calculates the value of $K_a$ in the following two cases: 1) $x \in S, f'(i) = x, K_a = g^{\gamma^r} \}; 2) x \in S, f'(i) = x,$
Setup. Sim$_a$ randomly chooses $q$ different values $c_1, c_2, ..., c_q \in Z_p$. Let the polynomial function
\[
 f(y) = \prod_{i=0}^{q-1} (y + c_i) = \sum_{\alpha \in Z_p} \alpha y^i \quad \text{where} \quad \alpha \in Z_p, i = 0, 1, 2, ..., q.
\]
Then Sim$_a$ computes
\[
 \hat{g} = \prod_{i=0}^{q-1} \hat{g}^{a_{\alpha}} = \hat{g}^{f(a)} \cdot \hat{g}^a = \hat{g}^{f(a) + a_c} .
\]
Sim$_a$ randomly selects $h_i, h_2, ..., h_i, R \in \hat{G}$, $\alpha, \delta \in Z_p$, hash function: $H : Z_p \rightarrow \hat{G}$, and transmits $Params = \{\hat{g}, \alpha, \hat{g}^\delta, h_1, h_2, ..., h_i, R = \hat{g}^\delta, H\}$ to Adv$_\lambda$.

Key Query. Adv$_\lambda$ hands $(id_i, S_i)$ over to Sim$_a$ for querying private keys related to $(id_i, S_i)$ where $i \leq q$. Let the polynomial function
\[
 f(y) = f(y) l(y + c_i) = \prod_{j=1}^{q} (y + c_j) = \sum_{j=0}^{q-1} (\beta_j y^j) .
\]
Sim$_a$ calculates $\sigma_i = \prod_{j=0}^{q-1} \hat{g}^{\alpha_j}$ $\hat{g}^{f(a)} = \hat{g}^{f(a) + a_c}$ $\hat{g}^{f(a) + a_c} .

And Sim$_a$ randomly selects $u, t \in Z_p$ and generates $SK_u = \{id, Z_u = H(id) \parallel t), L = c_i, L_0 = (\sigma_i) = R^a = \hat{g}^{a(\alpha + c)} R^a$, $L = \hat{g}^a, L_0 = \hat{g}^a, K_a = h^{a(\alpha + w)}\}$ which is sent to Adv$_\lambda$.

Key Forgery. Adv$_\lambda$ transmits a private key $SK_a$ that is forged to Sim$_a$. Define $\varepsilon_a$ as the event in which Adv$_\lambda$ wins the game, i.e., $SK_a$ meets the equations (1)–(4) and $L \neq (c_1, c_2, ..., c_q)$ . In case that $\varepsilon_a$ does not happen, Sim$_a$ selects a random pair $(c, w)$ as the l-SDH problem where $c \in Z_p$ and $w \in \hat{G}$. If $\varepsilon_a$ happens, then we set the polynomial function $f(y) = f(y) l(y + L) + \xi_1$ where $\xi_1 \neq 0$ and $(y + L)$ cannot divide $f(y)$ due to $L = c_i \neq (c_1, c_2, ..., c_q)$. Sim$_a$ can compute $1 / \xi_1$ (mod p ) due to $gcd(\xi_1, p) = 1$. Suppose that $L_1 = \hat{g}^a$ where $u \in Z_p$ is unknown, we can get $L_2 = L_0 = \hat{g}^{a(\alpha + w)} R^a$ according to the equations (2) (3). B computes $(c, w)$ as follows,
\[
 \sigma = (L_0, \hat{L}_0) \hat{g}^a = \hat{g}^{a + L} = \hat{g}^{f(a) + \xi_1} = \hat{g}^{a + L} ,
\]
\[
 w = (\sigma \prod_{i=0}^{q-1} \hat{g}^{a_i}) \hat{g}^{\xi_2} \hat{g} = \hat{g}^{a + L} ,
\]
\[
 c = L \mod p \in Z_p .
\]
We can calculate $e(\hat{g}^a \cdot \hat{g}^w, w) = e(\hat{g}^{a + L}, \hat{g}^{a + L}) = e(\hat{g}, \hat{g})$ , the pair $(c, w)$ is the way to address the l-SDH problem. Let $\varepsilon_{Sim}$ $(c, w)$ be the event that the pair $(c, w)$ is the way to address the l-SDH problem. Then $B$ has the probability in solving the l-SDH problem as
\[
 Pr[\varepsilon_{Sim}] = Pr[\varepsilon_{Sim} | \hat{A} \text{win}] \cdot Pr[\hat{A} \text{win}] + Pr[\varepsilon_{Sim} | Awin \land gcd(\xi_1, p) \neq 1] - Pr[Awin \land gcd(\xi_1, p) \neq 1] + Pr[\varepsilon_{Sim} | Awin \land gcd(\xi_1, p) = 1] - Pr[Awin \land gcd(\xi_1, p) = 1] = 0 + 0 + 1 \cdot Pr[Awin \land gcd(\xi_1, p) = 1] = \varepsilon_a .
\]
This contradicts the l-SDH hardness assumption.

6 Performance Evaluation

The theoretical analysis and experimental analysis of our EAL-CP-ABE scheme are shown in this segment.

6.1 Theoretical Analysis

In Table 2, we contrast the functionality of our EAL-CP-ABE scheme with other related schemes, including access structure, active protection, traceability, outsourced decryption, user revocation and integrity. We can see that the access structures of the mentioned schemes are designed on the basis of the linear secret sharing scheme. Furthermore, only our EAL-CP-ABE scheme supports active protection, while other solutions merely enable passive tracing of malicious users or even no traceability. Han et al.’s [16] scheme supports the traceability of malicious users and utilizes the revocation list to enable the revocation of malicious users. However, the scheme does not support the outsourced decryption of the ciphertext, which has a high local computation overhead on the client-side. And it lacks verification of ciphertext integrity. Ge et al.’s [25] scheme achieves the user revocation by updating the access policy and can ensure the integrity of the updated ciphertext. But their scheme does not have the features of tracing malicious users and ciphertext outsourced decryption. In addition, the CPABE schemes [28-30] all support the traceability of the malicious users and cannot ensure the integrity of the ciphertext. And these two schemes [28-29] support outsourced decryption. Among these schemes [28-30], only Wang et al.’s [29] scheme can revoke malicious users through the key updating and the ciphertext updating.

In Table 3, we perform a computational cost comparison of our EAL-CP-ABE scheme with other schemes. Our scheme is superior to other schemes [16, 28-30] in the KenGen algorithm and Encrypt algorithm. Because we reduce the computational cost by decreasing exponential and multiplicative operations. In the User Decrypt algorithm, it is obvious that our scheme and the schemes [28-29] have lower computational cost than these schemes [16, 30]. Because we all take advantage of the cloud or the fog nodes to perform semi-decryption of the ciphertext, which largely reduces the computational cost of the decryption on the client-side. In addition, the Trace algorithm of our scheme is better than these schemes [16, 28-30].
Table 2. Functional comparison

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Access structure</th>
<th>Active protection</th>
<th>Traceability</th>
<th>Outsourced decryption</th>
<th>User revocation</th>
<th>Integrity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>LSSS</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>[25]</td>
<td>LSSS</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[28]</td>
<td>LSSS</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>[29]</td>
<td>LSSS</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>[30]</td>
<td>LSSS</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ours</td>
<td>LSSS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note. Active protection means actively monitoring for the presence of potentially malicious users leaking keys rather than passively finding the key leakage.

Table 3. Comparison of computational cost

<table>
<thead>
<tr>
<th>Scheme</th>
<th>KeyGen</th>
<th>Encrypt</th>
<th>User Decrypt</th>
<th>Trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>[16]</td>
<td>$(n_i+6)E+(n_i+1)M$</td>
<td>$(4n_i+3+r)E+(n_i+1)M$</td>
<td>$(2n_i+4)P+(n_i+2)E$</td>
<td>$(n_i+6)P+(n_i+2)E$</td>
</tr>
<tr>
<td>[28]</td>
<td>$(4n_i+4)E+(2n_i+1)M$</td>
<td>$(5n_i+3)E+(2n_i+1)M$</td>
<td>$3E+D$</td>
<td>$(3n_i+6)P+(n_i+3)E$</td>
</tr>
<tr>
<td>[29]</td>
<td>$(4n_i+4)E+M$</td>
<td>$(4n_i+n_i+r+3)E+\left(\begin{array}{c} n_i+1 \ E \end{array}\right)$</td>
<td>$E+D$</td>
<td>$(2n_i+4)P+4E+3M$</td>
</tr>
<tr>
<td>[30]</td>
<td>$(n_i+1)E+(n_i+10)M+H$</td>
<td>$(3n_i+5)E+(n_i+1)M$</td>
<td>$(2n_i+2)P+(n_i+3)E$</td>
<td>$(2n_i+8)P+3E+7M+H$</td>
</tr>
<tr>
<td>Ours</td>
<td>$(n_i+4)E+H$</td>
<td>$(3n_i+3)E+(n_i+1)M$</td>
<td>$E+D$</td>
<td>$(2n_i+4)P+2E+4M$</td>
</tr>
</tbody>
</table>

Note. H is specified as the operation of the hash function. P is specified as a bilinear pairing operation. E is specified as the exponent operation in the group $G_{r, r}$. M is specified as the multiplication operation in the group $G_{r, r}$. M is specified as the division operation in the group $G_{r, r}$. $n_i$ is specified as the number of the user attributes. $n_i$ is specified as the number of the rows in the access policy. $n_i$ is specified as the number of the attributes satisfying the access policy in the user’s private key. $r$ is specified as the length of minimum set of nodes in the user tree.

6.2 Experimental Analysis

We perform experimental simulations to assess the performance of the proposed EAL-CP-ABE scheme. In the experiment, we use the Java Pairing-Based Cryptography Library (JPBC) [31] and the type A elliptic curve on a PC. The hardware and system of the PC we use are Intel(R) Core(TM) i5-9500 CPU @ 3.00GHz with 8.00 GB RAM and Ubuntu 18.04.5 64-bit. We simulate KeyGen, Encrypt, User Decrypt and Trace algorithms where the evaluation time is measured in milliseconds. And we set the range of user attributes and the access policy rows from 10 and 50. We perform each experiment 100 times and take the mean value to obtain a more precise execution time.

In Figure 2 and Figure 3, we display the execution time of our scheme with two other schemes [28, 30] in the KeyGen algorithm and the Encrypt algorithm. From Figure 2, it is obvious that the execution time of the scheme [28] is much higher than our scheme and the scheme [30]. Since the scheme [28] has more parameters associated with attributes, it leads to more execution time of the KeyGen algorithm with the growing number of attributes. In Figure 3, the execution time of our scheme and scheme [30] is lower than that of scheme [28] as both our scheme and scheme [30] have fewer exponent operations. Figure 4 illustrates that our scheme and the scheme [28] are far better than the scheme [30] in the User Decrypt algorithm. Because our scheme and the scheme [28] both take advantage of outsourced decryption which makes the overhead of user-side decryption much lower. And the execution time of our EAL-CP-ABE scheme is slightly lower than the scheme [28] because the user of the scheme [28] needs to compute some parameters before the cloud performs a semi-decryption operation. Furthermore, in Figure 5, we see that the proposed EAL-CP-ABE scheme is superior to the schemes [28, 30] regarding the execution time of the Trace algorithm. In conclusion, our experimental consequences are in accordance with the consequences of the theoretical analysis.

Figure 2. The operating time of KeyGen algorithm
7 Conclusion

In this paper, an anti-key leakage scheme by means of maximum access and white-box tracing has been presented. And we utilize the fog nodes to implement the outsourced decryption of ciphertext. In addition, we design a reward and penalty mechanism to further reduce the risk of key leakage. Through this mechanism, we reward users with a good reputation and penalize users at risk of leaking their private keys by either not granting rewards or revoking their access permissions. The EAL-CP-ABE scheme is proved IND-CPA secure and traceable on the basis of the hardness assumptions under the selected models. In addition, the theoretical and experimental analysis illustrates that our EAL-CP-ABE scheme is efficient and practical.
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