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Abstract 
 

With the rapid growth of the number and type of mobile 

applications, it becomes challenging to accurately classify and 

recommend mobile applications according to users’ individual 

requirements. The existing mobile application classification 

and recommendation methods, for one thing, do not take into 

account the correlation between large-scale data and model. 

For another, they also do not fully exploit the multi-modal, 

fine-grained interaction features with high-order and low-

order in mobile application. To tackle this problem, we 

propose a mobile application classification and 

recommendation method based on multi-modal feature fusion. 

The method firstly extracts the image and description features 

of the mobile application using an “involution residual 

network + pre-trained language representation” model (i.e. the 

TRedBert model). Afterwards, these features are fused by 

using the attention mechanism in the transformer model. Then, 

the method classifies the mobile applications based on the 

fused features through a softmax classifier. Finally, the 

method extracts the high-order and low-order embedding 

features of the mobile app with a bi-linear feature interaction 

model (FiBiNET) based on the classification results of the 

mobile app, by combining the Hadamard product and inner 

product to achieve fine-grained high-order and low-order 

feature interaction, to update the mobile app representation 

and complete the recommendation task. The multiple sets of 

comparison experiments are performed on Kaggle’s real 

dataset, i.e., 365K IOS Apps Dataset. And the experimental 

results demonstrated that the proposed approach outperforms 

other methods in terms of Macro F1, Accuracy, AUC and 

Logloss. 
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Attention mechanism, Bi-linear feature 
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1 Introduction 
 

As of October 2021, there were nearly 3.99 million mobile 

applications in China, ranking the first one in the world. 

Mobile applications, such as e-commerce, online food 

delivery, games and we-media, are comprehensively affecting 

the daily life of people and changing their way of life. The 

number of mobile applications on the Internet has grown 

exponentially in recent years. In the face of these massive 

mobile applications, although there is already a large amount 

of sample data for training, when there is new data to be 

processed, it still faces some problems, such as cold start and 

data sparsity. The core problem of how to use existing large-

scale classified data samples is to train models for selecting 

appropriate models. When new mobile applications appear, 

most of the information they contain is just pictures, 

descriptions, and publisher information. On the one hand, it is 

difficult for practitioners to conduct overall benchmark and 

relevant analysis of the mobile application market, so they 

need to accurately classify mobile apps to complete 

subsequent tasks such as risk control and data analysis. In 

addition, it is challenging for users to choose mobile 

applications suitable for their personalized preferences and 

needs. Therefore, it is necessary to provide high-quality 

mobile application recommendation mechanisms to improve 

user experience. 

In traditional mobile application classification methods, 

such as multi-layer perceptron [1] and support vector machine 

[2], the performance of most classification models depends on 

the quality of annotation data set. As we know, obtaining high-

quality annotated data requires a lot of labor costs. However, 

this method relies on manual design and is affected by human 

factors, so its improvement is poor. Features that perform well 

in one field may not perform well in other fields. Traditional 

mobile application recommendation methods, such as 

collaborative filtering [3] and matrix factorization [4], usually 

transform mobile application recommendation problems into 

supervised learning problems. In essence, such models first 

embed the user and the application separately, and then 

leverage the interaction information between them to optimize 

the model and perform recommendations. These methods 

work well in many recommendation and ranking tasks. 

However, they also have some shortcomings. For example, 

they are sensitive to sparse data, have limited predictive 

capability for new users, and only learn linear interactions 

between users and services. 

With the growth of multi-modal data on the Web, content 

information from different modes (visual, auditory, etc.) has 

recently been used to provide complementary feature signals 

for traditional text features. Most existing research in this area 

has focused on categorizing emotions in conversation. 

Specifically, Poria et al. [5] proposed a multi-core learning 

method and an LSTM-based sequential architecture [6] in 

2015 and 2017, respectively, to integrate text, visual and audio 

features. Based on this work, Zadeh et al. [7] further designed 

tensor aggregation networks and memory aggregation 
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networks [8] to better capture the interactions between 

different modes. However, these methods are designed for 

coarse-grained classification, which may not be very effective 

for our fine-grained, target-oriented mobile application 

classification. Moreover, some deep learning model are 

applied for recommendation, few-shot Segmentation [9], data 

communication [10], anomaly detection [11]. 

To solve the problems of too short-text description for 

mobile applications and insufficient consideration of multi-

modal feature and its fine-grained high-low order feature 

interaction, a mobile application classification and 

recommendation method based on multi-modal feature 

interaction is proposed. The method can enhance the 

performance and interpretability of classification and 

recommendation. In the classification task, the method uses 

deep large-scale network to improve the learning ability of 

feature parameters, and uses attention mechanism to enhance 

the aggregation of mobile application description features and 

image features. In the recommendation task, SENET 

mechanism is used to dynamically learn the importance of 

mobile application features, and bi-linear feature interaction is 

used to better extract the semantics of dense features and 

sparse features during interaction. The main contributions of 

this paper are summarized as: 

(1) To the best of our knowledge, this is the first time that 

the residual network supported by involution module [31] is 

exploited in image feature extraction for mobile applications. 

This helps to focus on local features in Logo images of mobile 

applications and improve image feature extraction 

performance. 

(2) We propose a new mobile application classification 

and recommendation method based on multi-modal feature 

fusion. The proposed method uses attention mechanism to 

learn the importance of different modal feature dynamically, 

and learns feature interactions in a fine-grained way to 

improve the accuracy of service classification and 

recommendation. 

(3) Based on Kaggle’s real data set, we verify the validity 

and accuracy of multi-modal feature aggregation and bi-

linear feature interaction in mobile application classification 

and recommendation tasks. Experimental results show that in 

most cases, the performance of the proposed method is better 

than that of Macro F1, Accuracy, AUC and Logloss. 

The rest of this paper is organized as follows. In Section 2 

we present work related to mobile app classification and 

recommendation. In Section 3, we describe specific methods. 

We report experimental result and analysis in Section 4, and 

we conclude the work of this paper and subsequent research in 

Section 5. 

 

2 Related Work 
 

With the development of mobile network terminals, it is 

difficult for users to quickly find their interested mobile 

applications from a large number of rich mobile applications. 

Therefore, relevant scholars have studied mobile application 

recommendation to improve the efficiency of mobile 

application search and the accuracy of recommendation 

results. Mobile application recommendation mainly includes 

content-based, user-item interaction diagram and hybrid 

mobile application recommendation. Existing studies have 

shown that mobile applications with similar functions are first 

divided into correct clusters, and the efficiency of mobile 

application discovery can be improved by reducing the search 

space of mobile applications, which can greatly improve the 

effect of mobile application recommendation. 

 

2.1 Mobile Application Classification 
 

Mobile application classification is mainly based on 

feature vectors extracted from mobile application documents, 

and then similarity measurement methods such as Euclidean 

distance and cosine similarity are used to calculate the 

similarity between services. Finally, service classification or 

clustering is carried out to improve the service 

recommendation effect. Woerndl et al. [12] introduced both 

social network information and context information into 

mobile application classification tasks, and proposed a hybrid 

mobile service classification approach. Cao et al. [13] 

integrated service content and service network to perform 

service clustering. Liu et al. [14] proposed a new structure 

selection model, which uses the hierarchical structure of 

application tree to capture the competition among mobile 

applications and learns fine-grained user preferences to 

achieve classification. More and more machine learning and 

deep learning have been applied into the field of mobile 

application classification to further exploit the hidden 

relationships between mobile applications with limited feature 

information. Among this, Cao et al. exploited LDA topic 

model based on multiple data sources [15], relational topic 

model [16], and graph attention network [17] to generate 

service representation for service classification and clustering. 

In the above methods, the topic model or deep neural 

network is used to extract mobile application description 

features, and perform similarity calculation or fusion with the 

initial feature vector and complete mobile application 

classification. They take into account the problems of short 

description documents in mobile applications and limited 

corpus, and propose a method of mining the word order and 

context information of words in description documents or 

auxiliary information such as fusion tags, so as to better realize 

short text modeling. However, the discrete features used by 

these methods are generally associated, and the problem of 

sparse document semantics is not solved well. Therefore, the 

mobile application classification method which only considers 

a single modal feature is slightly lacking in accuracy and 

interpretability. To achieve fine-grained classification for 

mobile applications, different weights should be given to the 

features of different modes when they interact. 

 

2.2 Mobile Application Recommendation 
 

Mobile application recommendation is mainly to 

recommend mobile applications to users by mining and using 

the text description, label and other information of mobile 

applications. For example, based on the characteristics of 

Twitter followers of various mobile applications, Lin et al. [18] 

used LDA topic model to generate potential groups and predict 

the possibility of target users’ preferences for the application. 

Chen et al. [19] analyzed content similarity of mobile 

applications according to the meaning relation and category 

among mobile applications, and then performed content-

oriented mobile application recommendation. Cao et al. [20] 

proposed a mobile application recommendation framework 

focusing on application version information based on dual 

heterogeneous data and user application version update 
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information. Peng et al. [21] proposed a mobile application 

recommendation method based on license and function. Xu et 

al. [22] presented a mobile application recommendation 

method based on neural network, which makes use of 

semantic methods used by mobile applications to carry out 

effective mobile application recommendation. In recent years, 

recommendation system based on deep learning has become a 

hot research topic. MF (Matrix factorization) [23] is an 

enhanced collaborative filtering method that mines implicit 

semantics. It uses inner product to model the interaction 

between users and mobile applications, maps high-

dimensional user mobile application scoring matrices into two 

low-dimensional user mobile application scoring matrices, 

and solves the problem of data sparsity. In addition, some 

extended models based on matrix factorization are proposed. 

For instance, NCF (Neural Collaborative Filtering) uses 

nonlinear neural network to replace the interaction function of 

inner product in matrix decomposition [24]. CDL 

(Collaborative Deep Learning) expands the embedding 

function of matrix decomposition by combining in-depth 

representation of rich feature information in mobile 

applications [25]. Recently, some researchers have proposed a 

fine-grained model of mobile application recommendation 

based on matrix decomposition to achieve accurate 

recommendation goals by distinguishing low-order features, 

high-order features and their importance. For example, NFM 

(Neural Factorization Machines) [26] and DeepFM [27] 

consider both low-order and high-order feature interactions. 

MLR (Multiple linear regression) [28] only uses high-order 

feature interaction. AFM (Attention Factorization Machines) 

[29] emphasizes the importance (weight) of feature interaction 

between users and mobile applications. Moreover, features 

learning [30] and cognitive knowledge [31] are exploited for 

recommendation. 

These methods mainly focus on how to better mine and 

utilize the interaction between feature information, while 

ignoring the importance or weight of mobile application 

function attributes themselves. In fact, users have different 

preferences for different features in mobile applications. For 

example, most users care more about mobile application 

ratings than price and size. In other words, different features 

have different importance for mobile application 

recommendation tasks. 

 

3 Proposed Method 
 

The framework of the multi-modal feature fusion-based 

mobile application classification and recommendation method 

is shown in Figure 1. It consists of three key components: 1) 

The mobile application feature extraction, which performs the 

feature extraction of the images and description information 

of the mobile application nodes. 2) The mobile application 

classification, which uses the self-attention and multi-head 

attention mechanism in the Transformer to distinguish the 

feature importance of different modalities and fuse them, and 

uses the softmax classifier to classify the mobile application 

according to the fused feature information. 3) The mobile 

application recommendation, which inputs the classified data 

into the FiBiNet model according to its category, and 

dynamically learns the importance of features by fitting the 

relationship between features and samples through weights. 

For the more critical features, greater weight will be assigned, 

and the weight of non-critical features will be weakened. The 

importance of each dimension is considered simultaneously 

using bi-linear operations to complete the mobile app 

recommendation. 

 

 

Figure 1. The framework of the proposed method 
 

3.1 Mobile Application Feature Extraction 
 

A set of multi-modal samples D is extracted from the 

mobile app datasets, for each sample c∈D, which contains a 

sentence S consisting of n words of mobile app description 

information (e.g., w1,...,wn) and an associated mobile app 

image I. Then, we use D as a training corpus to train and learn 

in a mobile app classifier, which is then able to predict the 

mobile app category labels among the unlearned samples to 

correctly predict the category labels of mobile apps. After the 

initial normalization and self-coding wording pre-processing, 

the mobile application description features are extracted in the 

feature extraction layer using the BERT model and the image 

features are extracted using the residual network (RedNet) of 

the involution module. 

 

3.1.1 Descriptive Feature Extraction 

 

The BERT model is investigated to be able to derive 

contextualized word representations from a large corpus, and 

has the ability to learn alignment between two random inputs. 

So, we apply BERT as a basic model to extract describing 

feature for mobile applications. In the experiment, the pre-

trained dual prediction corpus is selected as the initial model, 

and its parameters are adjusted and learned by Fine-Tune 

operation. The BERT model is essentially a multi-layer 

bidirectional transformer encoder. A multi-head and self-

attention layer will be used to convert each position in the 

input sequence into a weighted sum of the input layer to 

capture global information. Specifically, for the i-th head 

attention, the input layer X∈Rd×N is transformed based on the 

dot product attention mechanism: 

 

𝐴𝑇𝑇𝑖(𝑋) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
[𝑊𝑄𝑖

𝑋]∙[𝑊𝐾𝑖
𝑋]

√𝑑/𝑚
) [𝑊𝑉𝑖

𝑋].  (1) 

 

Where {𝑊𝑄𝑖
,𝑊𝐾𝑖

,𝑊𝑉𝑖
} ∈ 𝑅(𝑑/𝑚)∗𝑑  are learnable 

parameters corresponding to query, key, and value 
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respectively. After that, the outputs of attention mechanisms 

are concatenated together for linear transformation. 

We characterize each mobile application by self-coding its 

descriptive information and input it into the pre-trained BERT. 

To complete the specific classification task, in addition to the 

token of the word, the model also inserts a specific 

classification token ([CLS]) at the beginning of each input 

sequence, and the last transformer layer output corresponding 

to the classification token is used to play the role of 

aggregating the entire sequence characterization information. 

This paper retains the [CLS] vector and the extracted semantic 

vector as the output 𝑂 to improve the model accuracy: 

 

𝑂 = [𝐻0, 𝐻[𝐶𝐿𝑆]].                         (2) 

 

After that, the output 𝑂 is linearly varied by the softmax 

function and the final representation vector HS of the D*N-

dimensional text information of the mobile application I is 

obtained. 

 

3.1.2 Image Feature Extraction 

 

The pre-trained RESNET model learns the parameters 

well deep into the network. The main limitation of it is its 

visual performance is not sensitive to different targets, as the 

visual features of the same input sensor are always the same, 

regardless of the target it is considering. Intuitively, with the 

mobile application image as the input, only some areas of the 

relevant image are closely related to it, while other areas 

should be ignored to eliminate noise. To better capture the 

strong local features in the image information of mobile 

applications, which can obtain more accurate characterization 

of App’s Logo, this paper chooses to use the involution 

residual network model in which the convolution kernel is 

replaced by the involution kernel and introduces the attention 

mechanism into the residual network to generate channel level 

attention factors to distinguish the weight differences between 

different local features, which is more conducive to multi-

modal feature fusion. 

 

 

Figure 2. Involution module 
 

As shown in Figure 2, the involution kernel Hi,j∈Rv is 

produced by a function   conditioned on a single-pixel at (i, 

j) followed by a channel-to-space rearrangement. The 

multiplication and addition operation of the involution is 

decomposed into two steps. The product operation is to 

multiply the tensors of the C channels by the involution kernel 

H, respectively, and the addition operation is to add the 

elements within the involution kernel to the involution kernel. 

In the design of the involution, the involution kernel is 

specially customized at the pixel Xi,j corresponding to the 

coordinates (i, j), but shared across channels, and G counts the 

number of groups each group shares the same involution 

kernel. The input is multiplied and added by the inner volume 

check, and the representation output of the inner volume 

module is obtained as follows: 

 

𝑌𝑖,𝑗,𝑘 = ∑ 𝐻
𝑖,𝑗,𝑢+⌊

𝐾

2
⌋,𝑣+⌊

𝐾

2
⌋,𝑘𝐺/𝐶

𝑋𝑖+𝑢,𝑗+𝑣,𝑘(𝑢,𝑣)∈∆𝐾
. (3) 

 

Unlike the convolution kernel, the shape of the Involution 

kernel H depends on the shape of the input feature map X. The 

design idea of it is to generate an Involution kernel 

conditioned on the original input tensor so that the output 

kernel is aligned with the input kernel. Here we denote the 

kernel generation function as ∅ and extract the function map 

for each position (i, j) as: 

 

𝐻𝑖,𝑗 = ∅(𝑋𝛹𝑖,𝑗
).                            (4) 

 

The ResNet model can solve the phenomenon that the 

training difficulty increases after the network is deepened. Its 

residual module contains two 3*3 convolution blocks and a 

short-cut connection. The short-cut connection can effectively 

alleviate the gradient disappearance caused by too deep depth 

during back-propagation, which makes the performance not 

worse after the network is deepened. Short-cut connection is 

another important idea of deep learning. In addition to 

computer vision, short-cut connection has also been used in 

the fields of machine translation and speech recognition. In 

addition, ResNet with short-cut connections can be seen as an 

ensemble of many networks of different depths sharing 

parameters, and the number of networks increases 

exponentially with the number of layers. 

To sum up, we input the mobile application image I in the 

dataset into the visual model RedNET-152 to obtain the output 

of the last layer of involution layer: 

 

𝑅𝑒𝑠𝑁𝑒𝑡(𝐼) = {𝑟𝑗|𝑟𝑗 ∈ 𝑅2048, 𝑗 = 1,2, … ,49}.   (5) 

 

The original mobile application image can be divided into 

7× 7=49 regions, 2048-dimensional vector rj represents each 

region. Next, we use the linear transformation function to 

project the visual features of mobile applications into the same 

space of text features G=WvRedNet(I), where Wv∈ Rd× 2048 is 

a learnable parameter. After that, we will output RedNet(I) and 

change it linearly through the softmax function to obtain the 

final characterization vector G=WTResNet(I) of D*2048-

dimensional mobile application image information. 

 

3.2 Mobile Application Classification 
 

After the feature extraction, the final representation vector 

HS of D*N dimension of mobile application text information 

and the final representation vector G=WTResNet(I) of D*2048 

dimension of image information can be obtained. Then the two 

representation vectors are fully connected to obtain the long 

vector [𝐺, 𝐻𝑆] and input it into the multi-modal encoder, i.e., 

the Bert layer composed of multiple transformers. The 

attention mechanism is used to self-encode and model the 

feature interaction between text and image modes: 

 

𝑀𝐸(𝐺,𝐻𝑆) = 𝐵𝑇𝐿𝑚
([𝐺, 𝐻𝑆]).                (6) 

 

Where Lm is the number of layers of the multi-modal 

encoder, then the final hidden state marked by “[CLS]” can be 

used for mobile application classification tasks to effectively 
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capture the dynamic attention within and between modes of 

mobile applications. 

The multi-modal fusion representation of mobile 

applications obtained from the model output is input to an FC 

layer, and the probability distribution of all candidate mobile 

application categories is output by using the softmax 

activation function. Softmax converts the output value of 

multiple categories into relative probability, representing the 

probability that the node belongs to a specific category. Its 

calculation is shown in formula (7), where N is the number of 

candidate categories. 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝑖
′⃗⃗  ⃗) =

𝑒𝑥𝑝(𝑓𝑖
′⃗⃗⃗⃗ )

∑ 𝑒𝑥𝑝(𝑓𝑖
′⃗⃗⃗⃗ )𝑁

𝑖=1

.                 (7) 

 

In the training process, the cross-entropy loss function is 

used to learn the parameters in the model, which is usually 

selected as the objective function of multi-classification 

problems. Cross-entropy describes the distance between the 

actual and expected output probability. The smaller its value 

is, the closer the two probability distributions are. The specific 

function calculation method is shown in formula (8): 

 

𝐿𝑜𝑠𝑠 = −∑ 𝑦𝑖 𝑙𝑜𝑔
1

𝑝𝑖

𝐾
𝑖=1 .                    (8) 

 

Where, K is the number of mobile application categories, 

yi is the variable of the mobile application node, which is 

obtained by one hot coding. If the service node is consistent 

with the corresponding category i, it is 1, otherwise it is 0, pi 

is the prediction probability that the mobile application 

belongs to the category. 

 

3.3 Mobile Application Recommendation 
 

After obtaining the classification results of multi-modal 

feature interactive mobile applications, the mobile application 

content information is embedded into the bi-linear feature 

interaction model according to its categories. The 

representation of mobile applications, the importance of 

different features and the fine-grained, high-order and low-

order feature interactions are dynamically learned to improve 

the accuracy and diversity of recommendation. 

As shown in Figure 3, the upper part of the bi-linear 

feature interaction model (i.e., FiBiNet) is the deep part, which 

is mainly the MLP network. It integrates the output connection 

of the bi-linear interaction layer into the dense vector through 

the connection layer, and then inputs the cross-combination 

feature into the neural network to obtain the prediction score 

in the prediction layer. The lower shallow part is the core of 

FiBiNet, which mainly processes the input features. Firstly, in 

the lower left part of the Figure 3, the high-dimensional sparse 

features of the APP are mapped into low-dimensional dense 

vector representation after passing through the initial 

embedding layer. The vector represents the importance of 

dynamic learning features embedded through the SENET 

layer to obtain SENET-Like embedding. Then, the initial 

characterization embedding and SENET-Like embedding are 

input into the bi-linear interaction layer, and the features are 

crossed. After the output cross features are concatenated, they 

are finally input into the MLP to complete the mobile 

application recommendation. 

 

Figure 3. FiBiNet model 
 

3.3.1 Shallow Part 

 

Firstly, we input the classified mobile application into the 

initial embedding layer in FiBiNet according to the category, 

which can embed the sparse feature into the low dimensional, 

continuous, real value vector, convert the sparse matrix into 

the dense matrix through linear transformation, extract the 

hidden features of the matrix, and improve the generalization 

ability of the model. The output of the embedded layer is 

represented as follow: 

 

𝐸 = [𝑒1, 𝑒2, … , 𝑒𝑖 , … , 𝑒𝑓].                    (9) 

 

Then, for various downstream target tasks, different 

characteristics have different importance. For example, when 

the mobile application recommendation task needs to be 

completed, the user score of the mobile application is different 

from the applicable system version of the mobile application. 

This paper exploits SENET network for training and learning, 

obtains the embedding weight, and outputs the final 

embedding result. It includes: (1) dimension reduction, (2) 

excitation, (3) reweight. Firstly, the dimension reduction is 

performed on the embedded features to obtain the global 

features. Then, the sigmoid activation is carried out to learn 

the relationship between each embedding, and the embedding 

weights of different domains are obtained. Finally, the final 

embedding result is obtained by multiplying the original 

embedding result. After obtaining the mobile application 

representation of the initial embedding layer and SENET layer, 

it is necessary to carry out second-order and high-order feature 

interaction for sparse features and dense features. Classical 

feature interaction methods include inner product and 

Hadamard product. The inner product is widely used in 

shallow models such as FM, FFM, while the Hadamard 

product is usually used in deep model such as NFM. For 

example, the inner product is [𝑎1, 𝑎2, … , 𝑎𝑛] ∙ [𝑏1, 𝑏2, … , 𝑏𝑛] =
∑𝑁 , and the Hadamard product is 

[𝑎1, 𝑎2, … , 𝑎𝑛]ʘ[𝑏1, 𝑏2, … , 𝑏𝑛] = [𝑎1𝑏1, 𝑎2𝑏2
, … , 𝑎𝑛𝑏𝑛] . As the 

inner product and Hadamard product of the interaction layer 

are too simple, it is impossible to model the feature interaction 

of sparse data sets effectively. Therefore, this paper adopts a 

more fine-grained method, which combines inner product and 

Hadamard product to learn feature interaction with additional 

parameters. FiBiNet can integrate the advantages of two 

interactive products or use one alone. The interactive vectors 

p and q of output E in formula (9) of embedded layer and 
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output V of SENET layer can be calculated in the below three 

ways: 

 

𝑝𝑖𝑗 = 𝑣𝑖 ∙ 𝑊𝑖𝑗ʘ𝑣𝑗.                      (10) 

 

𝑝 = [𝑝1, … , 𝑝𝑖 , … , 𝑝𝑛].                   (11) 

 

𝑞 = [𝑞1, … , 𝑞𝑖 , … , 𝑞𝑛].                   (12) 

 

The above two interaction vectors are connected and 

inputted into the deep part. 

 

3.3.2 Deep Part 

 

To improve the accuracy of mobile application 

recommendation, after the shallow feature extraction and 

interaction are completed, a MLP composed of multi-layer 

DNN is added to capture high-order features. Combining 

shallow features and high-order features, the final 

recommendation result ŷ can be obtained: 

 

�̂� = 𝜎(𝑤0 + ∑ 𝑤𝑖𝑥𝑖 + 𝑦𝑑
𝑚
𝑖=0 ).              (13) 

 

Where ŷ is the prediction value for mobile application and 

�̂� ∈ (0,1), σ is the sigmoid function, m is the characteristic size, 

and the rest is the linear regression. 

In the overall training process of the model, Logloss is 

used as the optimization objective function: 

 

𝐿𝑜𝑔𝑙𝑜𝑠𝑠 = −
1

𝑁
∑ (𝑦𝑖log(𝑦�̂�)) + (1 − 𝑦𝑖) ∗ log(1 − 𝑦�̂�)

𝑁
𝑖=1 ).(14) 

 

Where 𝑦𝑖 is the real label of the i-th mobile application, 

𝑦�̂� is the prediction label of the i-th mobile application, N is 

the total number of mobile applications. 

 

4 Experiment and Analysis 
 

4.1 Dataset Information 
 

Table 1. Kaggle dataset information 

Name Number Name Number 

Business 95701 Education 94536 

Games 58489 Entertainment 28554 

Finance 9445 Productivity 9280 

Music 8543 Utilities 7785 

Book 7632 Lifestyle 7610 

Reference 5927 Travel 5240 

Photo & Video 4227 Medical 3872 

Sports 2936 News 2797 

Social Networking 2774 Stickers 2682 

Food & Drink 2583 Shopping 2375 

 

The experimental data is selected from Kaggle “365k-ios-

apps-dataset”, and its URL is https://www. 

kaggle.com/fentyforte/365k-ios-apps-dataset. This dataset 

includes information on 365K mobile apps and 21 different 

categories of mobile apps. To facilitate the validation test set, 

mobile applications lacking logo or descriptive information 

were eliminated during the experiment. Because the scale of 

the experimental dataset is too large, the top 5, 10, 15, and 20 

categories with the largest number of mobile applications are 

selected as the experimental data, and the distribution of the 

top 20 categories mobile applications with the largest number 

is shown in Table 1. In addition, during the experiment, 60% 

of the experimental data is selected as the training set, 20% as 

the validation set, and 20% as the test set. 

 

4.2 Mobile Application Classification 

Experiment and Analysis 
 

4.2.1 Evaluation Metrics 

 

To evaluate the effectiveness of mobile application 

classification, two commonly used evaluation metrics, Macro 

F1 and Accuracy, are used in the experiment. Among this, 

accuracy is the ratio of correct judgments to all judgments. The 

number of correct judgments is the sum of the true-positive 

case TP and the true-negative case TN, and the number of all 

judgments is the sum of the four judgment possibilities (false-

positive case FP, false- negative case FN, true-positive case 

TP, true-negative case TN). Its calculation formula is as 

follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
.            (15) 

 

By calculating the recall 𝑅𝑒𝑐𝑖  and precision 𝑃𝑟𝑒𝑖  of 

each category, the average recall 𝑅𝑒𝑐𝑚𝑎  and average 

precision 𝑃𝑟𝑒𝑚𝑎 of all N categories are obtained, and Macro 

F1 is finally obtained. Among them, the recall 𝑅𝑒𝑐𝑖 describes 

the proportion of correctly classified mobile applications in all 

mobile applications of this category. The precision 𝑃𝑟𝑒𝑖 

describes the proportion of mobile applications that belong to 

this category in the final classification of the model. Macro F1 

is the harmonic mean of recall and precision, which calculated 

as follows: 

 

𝑀𝑎𝑐𝑟𝑜 − 𝐹1𝑚𝑎 =
2∗𝑅𝑒𝑐𝑚𝑎∗𝑃𝑟𝑒𝑚𝑎

𝑅𝑒𝑐𝑚𝑎+𝑃𝑟𝑒𝑚𝑎
.       (16) 

 

4.2.2 Baselines 

 

⚫ TResBert [32]: The characterization of the text part is 

the text features and position encoding extracted by 

BERT, and the input of the picture part is the image 

region features extracted by the original ResNet plus 

the corresponding position encoding. Two 

characterization vectors above are inputted into the 

encoder layer in transformer after vector splicing 

operation, and attention mechanism is used to 

dynamically assign the weights between multi-

modalities and their respective modalities. The 

classification of mobile applications based on the final 

representation is performed through the softmax 

classifier. 

⚫ Res-bert [32]: The characterization of the text part and 

the input of the picture part is same to that of TResBert. 

Only subjected vector splicing operation is performed 

for two representation vectors above and softmax 

classifier is used to classify mobile applications. 

⚫ Red-bert [32]: The characterization of the text part is 

the text features and position encoding extracted by 

BERT, the input of the picture part uses the picture 

region features extracted by the in-convolution 

residual network RedNet and the corresponding 

position encoding. Only subjected vector splicing 

operation is performed for two representation vectors 

https://www/
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above. Softmax classifier is used to classify mobile 

applications. 

⚫ Bert [33]: Only the description feature of mobile 

applications extracted by Bert is exploited to classify 

the mobile application. 

 

4.2.3 Parameter Settings 

 

In this part, the parameter settings mainly include the size 

of embedding, the number of layers of neural network and 

learning rate. In the experiment of mobile application 

classification, because the model is too large, we choose to use 

Bert with medium bilingual material library for pre- training 

and Rednet model with 50 layers. The model training uses the 

batch training mode, selects the BPR loss function, which is 

widely used in mobile application classification. The Adam is 

exploited as the mini batch optimizer. To ensure the 

authenticity and validity of the experimental results, we set the 

parameters of all models in the comparative experiment as 

shown in Table 2 and Table 3. Among this, in the RedNET, 

the parameters include batch_size, pretrain, epoch, layers, 

Drop_out, Regularizations, Learning rate, and Warmup. In 

the Bert, the parameters include batch_size, pretrain, epoch, 

Embed_size, Drop_out, Regularizations, Learning rate, and 

WarmUp. 

 

Table 2. Parameter settings of RedNET 

Parameter Setting 

batch_size 32 

pretrain 1 

epoch 1000 

layers 50 

Drop_out 0.1 

Regularizations 1e-3 

Learning rate 5e-5 

WarmUp 0.1 

 

Table 3. Parameter settings of BERT 

Parameter Setting 

batch_size 32 

pretrain 1 

epoch 1000 

Embed_size 32 

Drop_out 0.1 

Regularizations 1e-3 

Learning rate 5e-5 

WarmUp 0.1 

 

4.2.4 Experimental Results and Analysis 

 

The experimental results of all methods are shown in 

Figure 4 and Figure 5. It can be found that: 

⚫ During data pre-processing, no desensitization 

processing is performed on the mobile application text, 

and only the mobile application documents is 

subjected to tokenization and self-encoding 

processing, so the overall accuracy of the experiment 

is not high. 

⚫ Of all the compared methods, the performance of only 

Bert is the worst. That is to say, the accuracy of 

classifying mobile applications using text information 

alone is the worst. Thus, it is necessary that more 

detailed mining of relevant information between 

different modal data, such as image-text feature 

interaction. 

⚫ In most cases, the accuracy of using involution instead 

of CNN for image feature extraction of mobile 

applications is higher, which shows that the use of 

attention mechanisms in multi-modal feature fusion 

can better distinguish the importance of different 

features. 

⚫ Overall, TRedBert maintains good performance. In 

particular, when the number of categories is 20, 

TRedBert has 10.69%, 19.63%, 41.61%, and 48.58% 

improvement in Accuracy. It has 5.598%, 10.80%, 

30.25%, and 37.42% improvement in Macro-F1, 

compared to TResbert, Redbert, Resbert, and Bert, 

respectively. The using of transformer for feature 

fusion is more accurate than the model utilizing only 

vector stitching. It can be seen that the attention 

mechanism in multi-modal feature fusion can better 

distinguish the importance of different features, and 

make the representation more suitable to downstream 

tasks. 

 

Figure 4. Accuracy of mobile application classification 

 

Figure 5. Macro-F1 of mobile application classification 
 

4.3 Mobile Application Recommendation 

Experiment and Analysis 
 

4.3.1 Evaluation Metrics 

 

To evaluate the effectiveness of mobile app 

recommendations, two commonly used evaluation metrics, i.e., 

AUC and Logloss, are adopted. Usually, for binary 

classification problems, we can set a threshold to classify 

samples into positive and negative samples. According to 
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different thresholds, the corresponding coordinate points in 

the ROC are calculated to form the ROC curve. AUC is the 

area under the ROC curve. When 0.5<AUC<1, the model 

outperforms a random classifier. In particular, the closer the 

AUC is to 1.0, the higher the authenticity, when it is equal to 

0.5, the authenticity is the lowest, and its calculation formula 

is as follows: 

 

𝐴𝑈𝐶𝑖 = ∫ 𝑅𝑂𝐶𝑖(𝑓𝑝𝑟)𝑑(𝑓𝑝𝑟)
1

0
.            (17) 

 

Where fpr stands for false-positive rate and tpr stands for 

true-positive rate. In ROC space, coordinate points describe 

the trade-off between FP (false-positive cases) and TP (true-

positive cases). 

Logloss measures the accuracy of the classifier by 

penalizing wrong classifications. Minimizing the logloss is 

equivalent to maximizing the accuracy of the classifier. 

Logloss reflects the average deviation of the sample and is 

often used as the loss function of the model for optimization. 

Its calculation formula is as follows: 

 

𝐿𝑜𝑔𝑙𝑜𝑠𝑠 = −
1

𝑁
∑ (𝑦𝑖𝑙𝑜𝑔(𝑦�̂�)) + (1 − 𝑦𝑖) ∗ 𝑙𝑜𝑔(1 − 𝑦𝑖)

𝑁
𝑖=1 . (18) 

 

4.3.2 Baselines 

 

⚫ MLR [28]: LR is a regression analysis that models the 

relationship between one or more independent and 

dependent variables using a least-squares function 

called a linear regression equation. LR cannot fit 

nonlinear data, MLR can fit nonlinear data by 

multivariate fitting. 

⚫ FNN [34]: The FNN model only includes the deep part 

for high-level feature extraction of mobile applications. 

Through the interaction between the splicing features, 

the low-level features cannot be fitted due to the lack 

of the shallow part (machine learning model), and a 

pre-trained model is required. 

⚫ AFM [29]: AFM introduces the attention mechanism 

into the factorization machine model, which can 

assign weights to different feature combinations. The 

general idea is to give different degrees of attention to 

different mobile application feature combinations and 

process cross-features more finely. 

⚫ NFM [26]: The neural factorization machine is an 

attempt to achieve the neural network of the FM model, 

which enhances the representation ability of the model 

by taking the second-order cross term of the FM as the 

input of the deep model. 

⚫ DeepFM [27]: DeepFM is divided into wide and deep 

parts. The wide part extracts low-order features by FM, 

and the deep part extracts high-order features by DNN. 

Both low-order or high-level features may have an 

impact on final recommendation. Therefore, the most 

important thing is to learn the implicit combination of 

features behind user’s click behavior. 

 

4.3.3 Parameter Settings 

 

In the training process of mobile application 

recommendation, parameter settings mainly include the size 

of embedding, the number of neural network layers, learning 

rate and super parameters. The BPR loss function, which is 

widely used in mobile application recommendation, is 

selected, and Adam is utilized as the mini batch optimizer. In 

the feature modeling, there are more continuity features and 

less sparsity features. To ensure the authenticity and validity 

of the experimental results, we set the parameters of all models 

in comparative experiment as shown in the following Table 4, 

including batch_size, pretrain, epoch, Mess_drop, Node_drop, 

Regularizations, and Learning rate. 

 

Table 4. Parameter settings in recommendation experiments 

Parameter Setting 

Batch_size 32 

Pretrain 0 

Epoch 600 

Mess_drop 0.1 

Node_drop 0.1 

Regularizations 1e-3 

Learning rate 1e-5 

 

4.3.4 Recommendation Experiment and Analysis 

 

The experimental results of all methods are shown in 

Figure 6 and Figure 7. It can be found that: 

⚫ When the number of categories in the dataset increases 

and other experimental settings remain unchanged, the 

overall recommendation performance decreases with 

the increase of categories. Especially for the models 

like FM, the feature interaction performance of the 

factorization machine also decreases due to the 

increase in the sparsity of the feature matrix. However, 

due to the large dataset, the performance difference is 

not obvious when the number of categories reaches 

more than 15. 

⚫ Among all the compared methods, MLR and AFM 

performed poorly. This is because they cannot learn 

high-order interaction features, which leads to the 

performance of mobile app recommendation suffering. 

The overall performance of NFM and DeepFM is 

better, indicating that the low-order and high-order 

feature interactions they learned help to improve the 

recommendation quality. 

⚫ Deep models such as NFM and DeepFM outperform 

MLR. When using 20 categories as input, the 

performances of FNN and DeepFM are improved by 

15.88% and 13.72%, respectively. The experimental 

results show that when the features are sparse, the deep 

model can better model and mine effective 

information. 

⚫ On the whole, TRedBert+FiBiNET maintains good 

performance. In particular, when the number of 

categories is 20, TRedBert+FiBiNET has 15.66%, 

1.764%, 4.163%, 13.53%, and 30.43% improvement 

in AUC, and has 50.60%, 7.5%, 17.88%, 25.17%, and 

52.42% improvement in Logloss compared to AFM, 

DeepFM, NFM, FNN and MLR, respectively. It can 

be seen that through the attention mechanism to 

distinguish the importance of multi-dimensional 

mobile application features and the use of fine-grained 

high- and low-order feature interaction learning, 

which enable the model to achieve better 

recommendation performance under the same 

experimental setting. 
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Figure 6. Logloss of mobile application recommendation 

 

Figure 7. AUC of mobile application recommendation 

 

5 Conclusion and Future Work 
 

In this paper, we propose a multi-modal feature fusion-

based approach for mobile application classification and 

recommendation. It first extracts textual and image features of 

mobile applications using two leading large-scale pre-training 

models. Then, it performs fine-grained fusion of the stitched 

multi-modal feature vectors and classifies the mobile 

applications by using an attention mechanism. Finally, the 

FiBiNET model is used to interact with the classified mobile 

applications in high and low order bi-linear features to 

complete the recommendation task. The multi-set comparison 

experiments on real Kaggle datasets demonstrate the 

effectiveness of the proposed method. In the future, we will 

consider using a single model to extract features from multi-

modal data, and achieve easier training and more actionable 

multi-modal mobile application classification and 

recommendation. 
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