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Abstract 
 

The demand for high Internet availability has increased. 

As a routing method to recover fast from a single network 

component (link or node) failure, a method using multiple 

routing tables has been proposed. In the method, when a 

component failure occurs, packets which are supposed to pass 

through the component in the failure free state are rerouted 

using a backup routing table (backup table: BT) which does 

not use the component. Thus, it is important to decrease the 

increased routing cost, and because the method uses multiple 

BTs, it is also important to decrease the numbers of entries in 

BTs. In this paper, we propose a new routing method to 

decrease the increased routing cost. In the conventional 

method, there are many components that do not fail but are not 

used for packet forwarding in a BT. In our proposed method, 

we use such components as much as possible to decrease the 

increased routing cost. About the decreasing of the numbers 

of entries in BTs, we simulate packet forwarding for every 

node-pair and find unnecessary entries which are not used in 

packet forwarding in any node-pair. Numerical examples 

show that our proposed method is superior to the conventional 

method. 

 

Keywords: Fast network recovery, IP fast reroute, Multiple 

routing tables, OSPF 

 

1 Introduction 
 

Our daily life deeply depends on various network services 

such as E-Mail, Web shopping and viewing videos. Since a lot 

of network services utilize Internet as their infrastructure 

networks, the halt of network services due to failures of links 

or nodes in Internet is a big problem. Thus Internet is required 

to have high availability. 

OSPF (Open Shortest Path First) is widely used as an intra-

AS (Autonomous System) routing scheme and networks based 

on OSPF attain high performance in the failure-free situation. 

However, because failure information has to be sent to every 

node, OSPF’s recover speed from network failures is not so 

high, and consequently networks go into an unstable state in a 

failure situation and their performance is poor. 

In order to recover fast from network failures, many 

methods called IP fast reroute (IPFRR) methods have been 

proposed. In the methods, packets encountering failures are 

rerouted to other routes which do not pass through the failure 

components, and the reroutes can be attained locally without 

sending failure information to every node. 

As IPFRR methods focusing on the single network 

component failure model where a single link or node can fail 

and when a failure occurs, no nodes can know the kind of 

failure (whether the failure is a link failure or node failure), 

the following methods have been proposed. 

Loop-Free Alternates (LFA) method [1] based on the 

concept of Equal Cost Multiple Path (ECMP [2]) is a famous 

IPFRR method and is implemented in many routers. LFA 

method reroutes packets encountering network failures to 

loop-free alternate reroutes which satisfy some conditions. For 

example, a candidate reroute path of a packet encountering 

failure is a path which has the same number of hops as the 

primary path of the packet. Although LFA method is good in 

that it is easy to be implemented, it can not generally attain 

complete failure coverage, that is, there is a possibility that it 

can not find any reroute against some failures. U-turn method 

[3] has been proposed as an extension of LFA method. 

Although LFA method can not allow that packets return back 

to a node through which they have passed, U-turn method 

allows such return and improves failure coverage. However, it 

can not still attain complete failure coverage. 

In ESCAP (Efficient SCan for Alternate Paths [4]), FIFR 

(Failure Inferencing Fast Reroute [5-7]) and DisPath (Disjoint 

Paths Recovery [8]) methods, when a packet arrives at a node 

from an unusual interface, the methods consider that a failure 

occurs, and reroute the packet to a route which is considered 

not to pass through the failure component. Although they can 

attain complete failure coverage, they have the following 

drawback. If a failure is permanent, reconvergence of the 

normal routing table starts and packets are routed based on the 

new normal routing table. Such packets coexist with packets 

which are rerouted due to a failure, and the two kinds of 

packets can not be discriminated in the methods. Thus, it is 

hard to use a mechanism [9] which avoid micro-loops during 

the reconvergence of routing tables. 

In Not-Via method [10], a failure detecting node creates a 

tunnel to a node (exit node) and sends packets to the exit node 

using the tunnel. In the exit node, packets are decapsulated and 

are sent to their destination nodes. The tunnel is created so that 

the failure is bypassed. As a similar approach to Not-Via 

method, TI-LFA (Topology Independent LFA [11]) method 

has been currently proposed. In TI-LFA, a failure detecting 

node establishes a protection path like a tunnel which can 
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bypass the failure component using segment routing. 

Although these methods can also attain complete failure 

coverage, the processing of the tunnel (protection path) can be 

a heavy burden for routers. 

Kvalbein et al. have proposed a reroute method [12-13] to 

use two kinds of routing tables, one normal routing table and 

multiple backup routing tables (BTs simply). The former is 

used in the failure-free state and each of the latter is used in a 

failure state. Each BT is directly created from one respective 

network topology called a backup (routing) configuration (we 

call it BC simply). In each BC, some links and nodes in a given 

topology are assumed to fail and consequently not to be used. 

When a failure occurs, the method uses the BT created from 

the BC where the failure component is assumed to fail. 

Because each node can know whether a packet is rerouted due 

to a failure or is routed based on the new normal routing table, 

we can use the micro-loop avoidance method described above. 

We call the method MRC (Multiple Routing Configurations) 

method. 

In MRC method, reroute paths are not generally the 

shortest paths of rerouted packets, and consequently the 

routing cost (for example, the number of hops used by a 

rerouted packet if every link cost is one) of each rerouted 

packet generally increases compared to that in the failure-free 

state. In addition, since MRC method uses multiple BTs, it is 

very important to reduce the number of entries in each BT. 

In this paper, we propose an improved version of MRC 

method which we call GLA (Global Look Ahead) method. In 

MRC method, it is assumed that only one component fails 

(single component failure model). Thus, when a node detects 

a failure link, although the adjacent node which connects to 

the detecting node by the failure link and the adjacent node’s 

links may fail, we can consider that the other components do 

not fail. MRC method does not use components even if they 

can be considered not to fail. GLA method tries to use such 

components as much as possible to decrease the increased 

costs in reroute packets. With respect to BT entry reduction, 

we first clarity that some entries in a BT are not used even if 

any single component fails in both of MRC and GLA methods, 

and then we clarity the number of such entries using 

simulation runs. 

Table 1 summarizes the characteristics of each IPFRR 

method described above. From Table 1, we consider that MRC 

and GLA methods are better methods for the single component 

failure model, and we consider that GLA method is better than 

MRC method because the increased routing cost of GLA 

method is smaller and BT entry reduction rate of GLA method 

is much higher as described later. 

The rest of the paper is organized as follows. Section 2 

describes the concept of BC, packet reroute procedures in 

MRC method and describes its problems described above in 

detail. Section 3 describes GLA method. Section 4 BT entry 

reduction in both of MRC and GLA methods. Section 5 gives 

some numerical examples. Section 6 concludes the paper. 

 

 

 

 

 

 

 

 

Table 1. Comparison of IPFRR methods against single 

network component failure 

 Complete 

failure  

coverage 

Avoidance  

of  

micro-loops 

tunneling 

LFA 

U-turn 

No No No 

ESCAP 

FIFR 

DisPath 

Yes No No 

Not-Via 

TI-LFA 

Yes Yes Yes 

MRC 

GLA 

Yes Yes No 

 

2 Conventional Packet Reroute Method 
 

In this paper, we assume that every link cost is one for the 

simplicity of the description. Thus, the routing cost of each 

packet is equal to the number of hops passed through by the 

packet. We can easily relax the assumption so that an arbitrary 

link cost is taken into account. 

 

2.1 Backup Configurations 
 

Each BC has two types of nodes (normal node and isolated 

node) and three types of links (normal link, isolated link and 

restricted link). In order to recover from one component (link 

or node) failure, a set of BCs has to satisfy the following 

properties. 

 

(P-1) In every BC, every isolated node has restricted 

and isolated links only, and the number of the restricted 

links is at least one and the number of the isolated links is 

larger than or equal to zero. 

(P-2) In every BC, suppose the sub-topology where all 

isolated and restricted links are removed and all isolated 

nodes are also removed from the BC. If the sub-topology is 

a connected graph, which has a path (route) between 

arbitrary two nodes, then we call it a backbone. Every BC 

has to contain the backbone and every isolated node in the 

BC has to connect to the backbone using at least one 

restricted link. 

(P-3) Every link and every node have to be isolated in 

at least one BC. 

 

Figure 1 shows an example of BCs. Figure 1(a) is an 

original network topology, and Figure 1(b) to Figure 1(d) are 

BCs which are created from Figure 1(a). Figure 1(e) to Figure 

1(g) show the sub-topologies in property (P-2) which are 

obtained from Figure 1(b) to Figure 1(d), respectively. We can 

easily confirm that BC1 -BC3 in Figure 1 satisfy conditions 

(P1)-(P3). 

Papers [12-13] have proposed a BC creation method which 

creates such BCs that every link and every node are isolated 

in exactly one BC for property (P-3). Figure 1 is created by the 

method. We omit the description of the procedure in the 

method due to space limitation. Hereafter, we represent the 

link between nodes 𝑣1 and 𝑣2 by link 𝑣1-𝑣2, and represents 

the BC where link 𝑣1-𝑣2 (node 𝑣1) is isolated by BC(𝑣1-𝑣2) 

(BC(𝑣1)). 
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Figure 1. Example of an original topology, BCs and 

backbones 

 

2.2 Packet Rerouting in MRC Method 
 

One BT is directly obtained from each BC by calculating 

the shortest path between every node-pair under the condition 

that (i) a weight (routing cost) of each isolated link is infinite 

and (ii) a weight of each restricted link is a sufficiently large 

value. By imposing condition (i), no isolated links are included 

in any shortest path, and by imposing condition (ii), every 

restricted link can be included as the first or last hop only in 

any shortest path. All the created BTs are stored in all nodes 

in the network. For example, Table 2(a) to Table 2(c) show 

BTs of node 1 in Figure 1 which are obtained from BCs in 

Figure 1(b) to Figure 1(d), respectively. Hereafter we 

represent the BT which is created from BC(𝑣1-𝑣2) (BC(𝑣1)) 

by BT(𝑣1-𝑣2) (BT(𝑣1)) and the BT of node j which is created 

from BCi by BT𝑖
𝑗
. 

 

Table 2. Backup tables of node 1 in MRC method 

(a) BT 1
1 (b) BT 2

1 (c) BT 3
1 

 
 

  

 

Although packets are forwarded based on the normal 

routing table in the failure-free state, a BT is used for 

forwarding of packets encountering a component failure. In 

MRC method, the ID of a routing table used for a packet is 

assumed to be memorized in the packet’s header. That is, the 

ID of the normal routing table is memorized at the source node 

of a packet and the ID of a BT is memorized at a failure 

detecting node. Thus, each node forwards each received 

packet using the routing table whose ID is equal to the 

memorized one in the header of the packet. In this paper, we 

assume that the ID of the normal routing table is 0 and that of 

BTi is its suffix i. 

In a link failure case, MRC method tries to deliver packets 

of every node-pair. On the other hand, in a node failure case, 

MRC method assumes that all the links of the failure node also 

fail and no packets are generated from it, and delivers packets 

of every node-pair which does not include the failure node and 

drops packets destined for the failure node inside the network. 

Such forwarding is attained by the following procedure.  

 

[Packet Forwarding Procedure in MRC method] 

Assume that node u receives a packet with destination 

node d (destination d means the egress or the final destination 

of the packet in the routing domain) and whose next hop node 

and link are v and link u-v, respectively, according to the 

routing table which is designated by the ID in the packet 

header.  

 

Step 1: If link u-v does not fail, forward the packet to v and 

terminate the procedure. Otherwise go to Step 2. 

 

Step 2: If the ID of the packet is larger than 0 (that is, the 

packet has already encountered another failure and 

experienced a reroute), then drop the packet and terminate the 

procedure. Otherwise (that is, the packet encounters a failure 

for the first time) go to Step 3. 

 

Step 3: Execute the following Step 3-1 or Step 3-2 and go to 

Step 4. 

Step 3-1: If v is not identical to d, then node u selects BT(v). 

Step 3-2: If v is identical to d, node u selects BT(u-v). 

 

Step 4: Memorize the ID of the selected BT in Step 3 in the 

packet header and forward the packet according to the selected 

BT. 

 

[Example 1: Packet Forwarding Procedure] 

For example, in Figure 1, the shortest path from node 1 to 

node 3 is 1 → 5 → 3 (we denote the path which passes 

through nodes 𝑣1, 𝑣2, …, 𝑣𝑟  by 𝑣1 → 𝑣2 → … → 𝑣𝑟  ) 

in the failure-free state. Assume that link 1-5 fails. A packet 

generated at node 1 encounters link 1-5 failure and BT(5) (that 

is, the routing table obtained from BC(5), which is BC1) is 

selected in Step 3-1. Then the packet is forwarded using BC1, 

and consequently the packet’s reroute route is 1 → 2 → 7 

→ 6 → 3, which is increased by 2 hops compared to the 

failure-free state. 

The selection of BT in Step 3 is done using the table shown 

in Table 3 in the network operation stage. We call such table 

decision table. Each entry means that if the destination node 

of a rerouted packet is the destination node in the entry, the ID 

of the selected BT is ID in the entry. For example, a packet 

destined for node 3 uses BT1
1 when link 1-5 fails as described 

above. So 1 is stored as ID in the entry of destination node 3 

of the decision table. 
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Table 3. Decision table of node 1 in MRC method 

 
 

In MRC method, changing of the ID from 0 to i (i > 0) in 

each packet occurs at most one time. Packets experiencing the 

second failure are dropped in Step 2. Such dropping can occur 

when single component failure assumption is not satisfied, that 

is, multiple component failures occur. On the other hands, note 

that packets which are supposed not to pass through the failure 

component in the failure-free state are forwarded on the same 

path even in a failure state. Thus, the numbers of hops in paths 

of such packets remain unchanged even in a failure state. 

 

3 Proposed Reroute Method 
 

3.1 Idea 
 

In MRC method, a failure detecting node determines the 

BC which bypass the failure considering local failure situation, 

and even if a link of the failure detecting node does not fail, 

the link is not used for rerouting if the link is isolated in the 

BC. For example, in Example 1, link 1-7 does not fail because 

we assume single component failure model and link 1-5 fails. 

Thus, we can use link 1-7. However, because link 1-7 is 

isolated in BC1, MRC method does not use link 1-7. 

 

 
Figure 2. An example network which shows the relation 

between a failure detecting node and doubtful failures 

 

Our proposed method (GLA method) tries to decrease the 

number of hops of a rerouted packet using the alive link 

described above. Generally speaking, when there is an alive 

link of the failure detecting node and the packet is assumed to 

be forwarded to its opposite node, if we reroute the packet 

from the opposite node to the destination node using another 

BC or original topology (for the simplicity of the description, 

we refer the original topology as BC0), there is a possibility 

that the total number of hops becomes smaller. For example, 

in Figure 2, assume that a packet destined for node d arrives at 

node u and the packet should be forwarded to node v in the 

failure-free state, and assume that node u detects a failure of 

one (link u-v) of its links (Note that adjacent node v may also 

fail) and it selects BCi for packet rerouting in MRC method. 

When another link u-v1 is alive and the packet goes to node v1, 

the packet may be able to get to its destination node d with 

shorter hops by using another BC (say BCj: 𝑗 ≠ 𝑖 ). For 

example, in Example 1, because link 1-7 does not fail, we can 

forward the packet to node 7. And from node 7, if we forward 

the packet using the original topology, the packet can get to 

node 7 via path 7 → 6 → 3 without using the failed link 1-

5. Thus, overall reroute path can become 1 → 7 → 6 → 3 

and consequently the number of hops decreases by one 

compared to MRC method. 

Based on the idea described above, we describe GLA 

method in detail in the succeeding section. 

 

3.2 Packet Rerouting in Proposed Method 
 

In Figure 2, assume that the shortest path from node u to 

node d in BC0 (that is, the original network topology) includes 

node v as the next hop node from u. And node u has m links, 

link u-vi (1 ≤ 𝑖 ≤ 𝑚) in addition to link u-v. And assume that 

we have n BCs, BCj (1 ≤ 𝑗 ≤ 𝑛), and the original topology 

BC0. Let 𝑃𝑗
𝑑(𝑣𝑖) be the shortest path from u to d in BCj (0≤

𝑗 ≤ 𝑛) when we first transmit a packet from u to vi and we 

forward the packet from vi to d using BCj. Table 4 shows all 

𝑃𝑗
𝑑(𝑣𝑖)s (1 ≤ 𝑖 ≤ 𝑚; 0 ≤ 𝑗 ≤ 𝑛). For example, in 𝑃0

𝑑(𝑣1), a 

packet is sent to v1 and then the packet is sent to d according 

to BC0. 

 

Table 4. Concept of 𝑃𝑗
𝑑(𝑣𝑖)𝑠 
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In the network design stage, first we derive 𝑃𝑗
𝑑(𝑣𝑖)s and 

then we select the path (say 𝑃𝑗∗
𝑑(𝑣𝑖∗) ) with the smallest 

number of hops among all 𝑃𝑗
𝑑(𝑣𝑖)s (If several paths have the 

smallest number of hops, we randomly select one path). If 

𝑃𝑗
𝑑(𝑣𝑖)  includes v (that is, v is an intermediate node of 

𝑃𝑗
𝑑(𝑣𝑖) and v exists between vi and d), we consider that the 

number of hops of 𝑃𝑗
𝑑(𝑣𝑖) is infinite because node v may fail. 

If v = d and 𝑃𝑗
𝑑(𝑣𝑖) includes link u-v (that is, link u-v is the 

last hop of 𝑃𝑗
𝑑(𝑣𝑖)), the number of hops of 𝑃𝑗

𝑑(𝑣𝑖) is infinite 

because link u-v fails. It is trivial that the path selected in MRC 

method is included among all 𝑃𝑗
𝑑(𝑣𝑖)s, and consequently the 

number of hops of 𝑃𝑗∗
𝑑(𝑣𝑖∗) is less than or equal to that of the 

path selected in MRC method. 

Table 5 shows all 𝑃𝑗
𝑑(𝑣𝑖)s when a packet destined for 

node 3 encounters link 1-5 failure at node 1. For example, 

when we assume that the packet is sent according to 𝑃0
3(2), 

the path of the packet is 1→2→7→6→3 and the number of 

hops is 4. More interesting case is 𝑃2
3(2) . According to 

𝑃2
3(2), the path of the packet is 1→2→7→1→5→4→3. The 

packet is return to node 1. The number of hops is ∞ because 

the path includes node 5 (node v) as an intermediate node. 

𝑃1
3(2)  is the path obtained by MRC method. In Table 5, 

𝑃0
3(7)  and 𝑃1

3(7)  have the smallest number of hops. As 

described before, we randomly select one path when several 

paths have the smallest number of hops. If we select 𝑃0
3(7), j* 

and vi* are 0 and node 7, respectively. 

 

Table 5. 𝑃𝑗
𝑑(𝑣𝑖)𝑠 when node u is node 1 in Figure 1 

 
 

For each j (0 ≤ 𝑗 ≤ 𝑛), all 𝑃𝑗
𝑑(𝑣𝑖)s (1 ≤ 𝑖 ≤ 𝑚; 1 ≤ 𝑑 ≤

𝑁; N is the number of nodes in the original topology) can be 

obtained using the famous Floyd’s shortest path algorithm and 

the time complexity is O(N3). Therefore, the overall time 

complexity to calculate all 𝑃𝑗
𝑑(𝑣𝑖) s is O(nN3), which is 

enough small to calculate them in the network design stage. 

In the network operational stage, when node u receives a 

packet destined for d and detects the failure of link u-v, node 

u uses 𝑃𝑗∗
𝑑(𝑣𝑖∗), that is, node u forwards the packet to 𝑣𝑖∗ and 

the packet is forwarded from 𝑣𝑖∗ using BC𝑗∗. 

In GLA method, even after a packet experiences a failure, 

it may be rerouted according to BC0. On the other hand, we 

would like to drop the packet like MRC method when it 

encounters another failure due to multiple component failures. 

Thus, we introduce new ID n + 1 for BC0 and we put n + 1 in 

the packet header when the failure detecting node determines 

that it reroute the packet using BC0. Therefore, when a node 

receives a packet with ID n + 1 and the packet’s next hop fails, 

the node drops the packet. 

Packet forwarding procedure in GLA method is similar to that 

in MRC method except that Step 3 is executed using a decision 

table shown in Table 6 where 𝑣𝑖∗ and 𝑗∗ are stored for each 

d and Step 4 is changed as follows. 

Step 4: Memorize the ID of the selected BT in Step 3 in 

the packet header and forward the packet to node 𝑣𝑖∗. 

In Table 6, since five IDs of six entries are 4s, many 

packets experiencing failures at node 1 are forwarded using 

the original topology BC0 (=BC4). Such situation can occur 

more frequently when destination node d is farther from 

detecting node u, because node v and its links may fail, other 

components do not fail and consequently components around 

d can be alive with a higher probability. Thus, GLA method 

can attain much smaller numbers of hops of reroute packets 

than MRC method because MRC method does not use the 

original topology for packet rerouting. 

 

Table 6. Decision table of node 1 in GLA method 

 
 

4 Decreasing of The Numbers of Entries 

in BTs 
 

There can be some entries in BTs of MRC and GLA 

methods which are not used in the network operational stage. 

For example, we focus on a packet destined for node 6 in 

Figure 1 in MRC method. If the packet is generated or arrived 

at either of nodes 1, 2 (4, 5) and detects the failure of its next 

hop link, the ID of the packet is determined 3 (2) according to 

Step 3-1 because the next hop node in the original topology is 

not identical to destination node 6 and destination node 6 is 

isolated in BC3 (BC2). On the other hand, if the packet destined 

for node 6 is generated or arrived at node 3 (node 7) and the 

packet detects the failure of its next hop link, the ID of the 

packet is determined 2 (3) according to Step 3-2 because the 

next hop node is identical to destination node 6 and its next 

hop link is isolated BC2 (BC3). Thus, the ID of 1 is not 

memorized in the header of any packet destined for node 6. 

Therefore the entry of destination node 6 in BT1
𝑖  in any node 

i is not used. 

We derived unused entries using such an exhaustive search 

that we generate a packet between every node-pair, forward 

the packet using the packet forwarding procedure in MRC 

method for every single component failure in the original 

topology in Figure 1 and obtain the entries which are not used 

for forwarding. In the same way, we derived unused entries in 

GLA method. Table 7 and Table 8 show the results. Entries “-” 

mean unused entries. We can see that the number of unused 

entries in GLA method is larger than that in MRC method. 

This is because GLA method has higher probability of the use 

of BC4 than MRC method as described before.  

Unused entries described above can be removed from BTs 

used in the network operation stage. Thus, the numbers of 

entries in BTs in GLA method are expected to be much smaller 

than those in MRC method. 
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Table 7. Unused entries in BTs of node 1 in MRC method 

(a) BT 1
1 (b) BT 1

2 (c) BT 1
3 

 
 

  

 

Table 8. Unused entries in BTs of node 1 in GLA method 

(a) BT 1
1 (b) BT 1

2 (c) BT 1
3 

 
 

  

 

5 Numerical Results 
 

We generated ten sample network topologies of Waxman 

and Barabasi-Albert (BA) models using BRITE topology 

generator. One topology with N nodes (N = 10, 20, 40, 60, 80) 

and the minimum node degree of two is generated in each of 

Waxman and BA models. The number (L) of links in the 

generated topology with N nodes for Waxman model is 2N, 

and that for BA is 2N-3. We denote Waxman and BA 

topologies with N nodes by WaxN and BAN, respectively. 

Then, assuming that only one link or node in each topology 

fails, we simulated OSPF, MRC and GLA methods. 

In this section, using the numerical data obtained the 

simulation described above, we first discuss increasing in the 

number of hops due to link or node failure and then we discuss 

decreasing in the number of entries in backup tables. 

 

5.1 The Numbers of Hops 
 

5.1.1 One Link Failure Case 

 

Let Psd be the number of hops of the shortest path from 

node s to node d in failure-free state and let 𝑃𝑠𝑑
𝑖  be the 

number of hops of the path from node s to node d when link i 

fails in OSPF, MRC and GLA methods. 

Figure 3(a) shows the ratio of node-pairs (s-d pairs) whose 

numbers of hops increase when link i fails in the Wax20. 

Specifically, the ratio (say RPi) is defined as follows (1 ≤ 𝑖 ≤
𝐿;  𝐿 = 40): 

 

𝑅𝑃𝑖  =
𝑁𝑃𝑖

𝐶2𝑁  
, 

 

where NPi is the number of node-pairs (s-d) such that 𝑃𝑠𝑑
𝑖 −

𝑃𝑠𝑑 > 0. In each method, at least a few percentage of node-

pairs increase their numbers of hops and at most about 10 

percentage of node-pairs increase their numbers of hops. As 

described later the average ratio of OSPF over all links is 

smaller than those of MRC and GLA, and that of GLA is 

slightly smaller than that of MRC. Similarly Figure 3(b) shows 

RPi of BA20 (L = 37). 

 

 

(a) RPi of Wax20 

 

 

(b) RPi of BA20 

Figure 3. RPi of 20-node topology 

 

Figure 4(a) shows the average number of (Say AIHi) of 

increased hops of node-pairs whose numbers of hops increase 

due to the failure of link i in Wax20. Specifically, AIHi is 

defined as follows: 

 

𝐴𝐼𝐻𝑖 =
1

𝑁𝑃𝑖

∑ (𝑃𝑠𝑑
𝑖 − 𝑃𝑠𝑑)

all 𝑠−𝑑 pairs
such that

𝑃𝑠𝑑
𝑖 −𝑃𝑠𝑑>0 

 

 

Similarly, Figure 4(b) shows AIHi in BA20. 

From Figure 4(a) and Figure 4(b), AIHi of GLA method is 

close to that of OSPF and much lower than that of MRC 

method for most values of link number i. 

Figure 5(a) shows the average numbers (Say RPLF and 

AIHLF) of RPis and AIHis over all links for each of Waxman 

topologies. Specifically, RP and AIH are defined as follows: 

 

𝑅𝑃𝐿𝐹 =
1

𝐿
∑ 𝑅𝑃𝑖

𝐿

𝑖=1

,  𝐴𝐼𝐻𝐿𝐹 =
1

𝐿
∑ 𝐴𝐼𝐻𝑖

𝐿

𝑖=1

 

 

Similarly, Figure 5(b) shows RPLF and AIHLF for each of 

BA topologies. 

In Figure 5, RPLF of each method becomes smaller for 

larger value of N. This result can be described as follows. As 

described before, L=2N (L=2N-3) in the Waxman (BA) 

topologies used in the paper, which is O(N). On the other hand, 

the total number of node-pairs is N(N-1)/2, which is O(N2). 
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Thus, generally speaking, although the number (say TNPi) of 

node-pairs whose routes pass through each link i increases as 

N increases, the proportion of TNPi to total number of node-

pairs (N(N-1)/2) may decrease as N increases. Thus, the 

proportions of node-pairs which are influenced by a single link 

failure decreases, and consequently RPLF decreases as N 

increases. 

 

 

(a) AIHi of Wax20 

 

 

(b) AIHi of BA20 

Figure 4. AIHi of 20-node topology 

 

 

 

(a) Waxman topologies 

 

 

(b) BA topologies 

Figure 5. RPLF and AIHLF 

 

 

In Figure 5, AIHLF roughly increases as N increases. The 

reason is as follows. The density (which is defined as L/(N(N-

1)/2)) of each topology used in the paper becomes smaller for 

larger value of N. That is, the topology becomes more sparse 

as N increases. Thus, generally speaking, the number of 

increased number of hops becomes larger because the number 

of links which can be used to bypass a link failure becomes 

smaller. 

From Figure 5(a) and Figure 5(b), while RPLF of GLA 

method is larger than that of OSPF, it is slightly smaller than 

that of MRC method for each of Waxman and BA topologies. 

While AIHLF of GLA method is larger than that of OSPF by 

about 50% at most, it is smaller than that of MRC method by 

about 50% at most. 

 

5.1.2 One Node Failure Case 

 

Let 𝑃𝑠𝑑
𝑗

 be the number of hops of node-pairs (s-d pairs) 

when node j fails, where we do not consider such a node- pair 

s, d that node s or d is identical to the failed node j because we 

assume that the failed node do not generate packets and 

packets destined for the failed node are removed from the 

network. Then we define the ratio (say 𝑃𝑅𝑗;  1 ≤ 𝑗 ≤ 𝑁) and 

the average number (say AIHj ) of the node-pairs (s-d pairs) 

such that 𝑃𝑠𝑑
𝑗

− 𝑃𝑠𝑑 > 0 as follows: 

 

𝑅𝑃𝑗 =
𝑁𝑃𝑗

𝑃2 − 2(𝑁 − 1)𝑁  
 

 

where NPj is the number of node-pairs (s-d pairs) such that 

𝑃𝑠𝑑
𝑗

− 𝑃𝑠𝑑 > 0  and 2(N − 1)  is the number of node-pairs 

which include the failed node j. 

 

𝐴𝐼𝐻𝑗 =
1

𝑁𝑃𝑗

∑ (𝑃𝑠𝑑
𝑗

− 𝑃𝑠𝑑)
all 𝑠−𝑑 pairs

such that

𝑃𝑠𝑑
𝑗

−𝑃𝑠𝑑>0 

 

 

Figure 6 and Figure 7 show RPj and AIHj. The points 

where the values of RPj and AIHj are equal to zero for some 

node numbers mean that NPj = 0 for node number j. RPj and 

AIHj of GLA method is almost equal to those of OSPF and 

smaller than those of MRC method. 

Figure 8 shows the average values (RPNF and AIHNF) of 

RPjs and AIHjs over all node numbers which are specifically 

defined as follows: 

Decreasing of RPNF and increasing of AIHNF for larger 

values of N are the same as a single link failure case.  

From Figure 8, while RPNF of GLA method is close to that 

of OSPF, it is smaller than that of MRC method. While AIHNF 

of GLA method is very close to that of OSPF, it is much 

smaller than that of MRC method. 

 

𝑅𝑃𝑁𝐹 =
1

𝑁
∑ 𝑃𝑅𝑗

𝑁

𝑗=1

, 𝐴𝐼𝐻𝑁𝐹 =
1

𝑁
∑ 𝐴𝐼𝐻𝑗

𝑁

𝑗=1
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(a) RPj of Wax20 

 

 

(b) RPj of BA20 

Figure 6. RPj of 20-node topology 

 

 

(a) AIHj of Wax20 

 

 

(b) AIHj of WAX20 

Figure 7. AIHj of 20-node topology 

 

 

 

(a) Waxman topologies 

 

 

(b) BA topologies 

Figure 8. RPNF and AIHNF 

 

5.2 The Numbers of Entries 
 

We executed the exhaustive search described in Section 4 

in order to find unnecessary entries in backup tables for each 

of Waxman and BA topologies. Figure 9 shows the numbers 

of entries in backup tables. #BT means the number of backup 

tables generated by the algorithm in papers [12-13]. In a 

topology with N nodes, when the number of entries is not 

decreased, because each node has (𝑁 − 1) entries for (𝑁 − 1) 

destination nodes in each backup table, it has (𝑁 − 1) × #𝐵𝑇 

entries, and consequently the number of entries in a topology 

with N nodes is (𝑁 − 1) × #𝐵𝑇 × 𝑁. For example, Wax10 

has 270 (= 9 × 3 × 10) entries when we do not decrease the 

number of entries. On the other hand, the numbers of entries 

of MRC and GLA methods are decreased to 147 and 20, 

respectively, and while the ratio of decreasing in MRC method 

is around 50%, that in GLA method is much higher and is 

around 10%. 

 

6 Conclusion 
 

We have proposed an IP fast reroute method (GLA method) 

to bypass a failure component and compared it with a previous 

method (MRC method) and OSPF. Numerical examples show 

as follows. In one link failure case, while the average numbers 

(AIHLF) of increased hops of node-pairs whose numbers of 

hops increase in GLA method are larger than those in OSPF 

by about 50% at most, they are smaller than those in MRC 

method by about 50% at most. In one node failure case, while 

the average numbers (AIHNF) of increased hops of node-pairs 

whose numbers of hops increase in GLA method are very 

close to those in OSPF, they are smaller than those in MRC 

method. About decreasing in the number of entries in backup 

tables, while the numbers of entries in MRC method can be 

decreased by around 50%, those in GLA method can be 

decreased by around 90%. 
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Our future work is to consider IP fast reroute methods to 

bypass multiple network component failures. One of 

approaches to bypassing against double component failures is 

to use MRC method recursively. That is, considering the 

backbone of each BC (say first level BC) as the original 

topology, we obtain several BCs (say second level BCs) from 

the backbone in network design stage. In network operation 

stage, when a packet encounters a failure, it is rerouted using 

a first level BC. Then, when the packet encounters another 

failure, it is rerouted using a second level BC. We will 

investigate such approach. 

 

 

Figure 9. The total numbers of entries 
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