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Abstract 
 

By dividing encryption as online and offline stages, the 

online/offline encryption schemes are very suitable to 

lightweight equipment. For the offline stage, high-

performance equipment is used for complex preprocessing 

calculation, and the online stage the lightweight devices only 

make some simple calculations. In addition, side channel 

attacks can disclose some secret information of the 

cryptosystem, which leads to the destruction of the security of 

the cryptography schemes. Most of the online/offline identity-

based encryption schemes cannot resist side channel attacks. 

The paper proposes a concrete hierarchical identity-based and 

online/offline encryption scheme that can resist continuous 

leakage of secret key. By the dual system encryption 

technology, we prove that the given scheme is fully secure. 

Through key updation technology, our proposed scheme 

resists continual leakage of private key. The relative leakage 

rate of the private key can reach 1/3. In addition, the presented 

scheme has the hierarchical function which effectively solves 

the problem of heavy load in a single key generation center. 

The given scheme is suitable for applications in distributed 

environment. 

 

Keywords: Continuous leakage attacks, Hierarchical 

encryption, Online/offline encryption, Key 

updation technology 

 

1 Introduction 
 

1.1 Related Work 
 

Shamir [1] first presented the concept of identity-based 

encryption (IBE). IBE removes the certificate verification 

process for the traditional public key encryption mechanism 

and improves encryption efficiency. In IBE, users can express 

their identity information by using a string (for example, ID 

number, email address, etc.). Key generation center (KGC) 

uses this identity information and system master key to 

produce user’s secret key. An encryptor uses a receiver’s 

identity information and system public information to encrypt 

the plaintext. 

For improving encryption efficiency in IBE, Guo et al. [2] 

gave an identity-based and online/offline encryption scheme 

(IBOOE). Guo et al. divided encryption operations as two 

parts: offline part and online part. For offline stage, most 

encryption operations are preprocessed to generate offline 

ciphertext. For online stage, very few simple operations are 

performed by using offline ciphertext to generate final 

ciphertext, which improves the efficiency of actual encryption. 

Subsequently, a series of efficient IBOOE [3-5] were proposed. 

For the attribute-based encryption schemes which are the 

extended ones of identity-based encryptions, Chen et al. [6] 

used an integrated access tree to improve the efficiency of 

ciphertext policy attribute-based encryption (CP-ABE) 

scheme. Li et al. [7] proposed a white-box efficient and 

traceable CP-ABE scheme with accountability for CloudIoT. 

Online and offline encryption technology is also widely used 

[8-9]. In order to decrease computation costs, Zhang et al. [10] 

proposed that most of decryption operations should be 

executed by the decryption cloud server provider (D-CSP). 

Online/offline technology is also used in the blockchain 

technology [11]. The existing IBOOE schemes do not consider 

the problem of key leakage.  

In recent years, the side channel attacks [12-15] enable the 

enemy to get secret information by means of observing the 

timing and other characteristics of the operations of the 

cryptosystem, which bring about the leakage of relevant secret 

information of the cryptosystem. The leakage information 

undermines the security of the cryptosystem. Side channel 

attacks provide favorable conditions for adversaries to obtain 

private key information. Thus, the previous security model can 

not be used to solve the new problem. A new model must be 

provided. Leakage-resilient cryptography has come being 

because it succeeds in catching side channel attack. 

In 2004, the paper [16] proposed the “only calculation 

leaks (OCL)” model which places restrictions that leakage 

only occurs in the visited part of the calculation process. The 

accessed part for each step of calculation is called active. The 

attacker selects a polynomial time function which is called 

leakage function and applies this function to these active states. 

He can obtain the bounded output of the function. It is 

assumed that the inaccessible part in the memory in the current 

calculation will not leak information. In this model, many 

practical schemes are designed, such as the leakage-resilient 

(LR) stream cipher [17] and the LR signature scheme [18]. 

The OCL model does not capture leakage in inactive parts of 

memory. In light of this problem, the paper [19] introduces the 

“bounded leakage-resilient (BLR) model”, which is more 

applicable than the OCL model. In BLR settings, the inactive 

parts are allowed to give away information. In the BLR model, 

a large number of security schemes are constructed. For 
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example, the works [20-21] construct leakage-resilient 

encryption schemes. 

As time goes on, the leakage amount will increase. The 

leakage may exceed the specified limit, and undermines the 

system safety. The BLR model cannot solve this problem. The 

“continuous leakage model (CLM) ” solves this problem. The 

paper [22] proposed the “continuous leakage model”. For 

CLM, the private keys are periodically updated. What’s more, 

the leakage information between two updations cannot exceed 

the given upper bound. In another word, the amount about 

revealed key information for a period is limited, while the 

amount about revealed key information is unlimited for the 

whole execution about the system. References [23-24] give the 

security schemes under this model. 

 

1.2 Motivation and Contribution 
 

Waters [25] proposed dual system technology in which 

private key and ciphertext present two outward appearance: 

semi-functional appearance and normal appearance. A normal 

private key decrypts two kinds of ciphertext rightly. The semi-

functional private key only decrypts the normal ciphertext. For 

the real scheme, ciphertext and private key present normal 

appearance. The security proof is finished by several games. 

For the first game, the ciphertext has semi-functional form. 

For those next games the private key presents a semi-

functional form step by step. It must be proved that the 

attacker cannot detect this change. For the last game, every 

private key and ciphertext have semi-functional appearance. 

The attacker does not have the ability to decrypt them 

correctly. Reference [26] constructed identity based 

encryption schemes against leakage attacks. Zheng et al. [27] 

proposed a signature scheme through dual system technology. 

Chen et al. [28] presented a novel attribute based signature 

scheme by using the attribute tree as access policy and utilized 

server-aid technique to help the verifier to verify signatures 

and reduce the computation burden for resource-limited 

devices. For devices of Internet of Things, Li et al. [29] 

proposed a decentralized attribute-based server-aid signature 

scheme in which a server can help users execute heavy 

computation in the signature and verification algorithms. Shen 

and Yang et al. [30-32] propose several privacy protection 

methods for cloud data, and further point out that side channel 

attacks should be prevented. To increase the security and 

efficiency for cloud storage, Li et al. [33] gave an efficient 

identity-based provable multi-copy data possession in multi-

cloud storage. Wang et al. [34-37] emphasize that efficiency 

is also critical for lightweight devices.  

We present a fully secure hierarchical identity-based 

online/offline encryption (HIBOOE) scheme against continual 

leakage attacks which is very suitable for lightweight devices. 

The encryption operations are divided into two parts: offline 

part and online part. Offline encryption needs neither the 

plaintext nor the receiver’s identity vector, performs the 

complex operation in the encryption operation, and stores 

some information as the offline ciphertext which needs to be 

kept secretly. Then, the online encryption can quickly generate 

ciphertext by performing some simple operation. For offline 

stage, the offline ciphertext is got from a high-performance 

external device and transmitted to the lightweight device. The 

online phase can be performed by lightweight devices. A 

private key is updated continuously, which ensures the 

continual leakage-resilience. The dual system encryption 

technology is used to prove the security. This presented 

scheme plays a good role for lightweight devices with weak 

computing power, and can meet the needs of security in 

practical applications. 

 

2 Preliminaries 
 

We give some notations in Table 1 and give the 

preliminaries used in our paper. 

 

2.1 Bilinear Group with Composite Order 
 

Bilinear group with composite order is introduced by 

Waters [25]. For an algorithm 𝛷, it inputs safety parameter 𝜆 

and produces a description 𝛺 = {𝑁 = 𝑛1𝑛2𝑛3, 𝐺, 𝐺
∗, 𝑒} 

about bilinear group with composite order, where 1 2,n n  and 

𝑛3  are different primes with 𝜆  bits length. 𝐺  and 𝐺∗are 

cyclic groups with order 𝑁. Bilinear mapping e  satisfies the 

flowing conditions. 

(1) Bilinearity:∀ℎ, 𝑝 ∈ 𝐺, 𝑐, 𝑑 ∈ 𝑍𝑁 , 𝑒(ℎ
𝑐, 𝑝𝑑) = 𝑒(ℎ, 𝑝)𝑐𝑑. 

(2) Non-degeneracy: We can find an element ℎ  in 𝐺 

such that 𝑒(ℎ, ℎ) ≠ 1. 

 

Table 1. Notations 

Notation Description 

𝛷 A bilinear group generation algorithm 

𝛺 Bilinear group description 

𝐺,𝐺∗ Two cyclic groups with order 𝑁 

𝑁 = 𝑛1𝑛2𝑛3 The order of 𝐺 
e  Bilinear mapping 

𝐺𝑛1,𝐺𝑛2,𝐺𝑛3  Subgroups of 𝐺 about order 𝑛1, 𝑛2 

and 𝑛3 

𝜆 The safety parameter 

𝑋1 Random value of 𝐺𝑛1  

𝑋2, 𝑌2, 𝑍2 Random values of 𝐺𝑛2 

𝑋3, 𝑌3 Random values of 𝐺𝑛3 

𝑃𝑃 The public parameters 

𝑀𝐾 The master key 

𝑃𝐾𝐼 The private key of identity vector 𝐼 
𝑃𝐾𝐼
̂  The updated private key 

𝐶𝑇𝑀
 

The offline ciphertext 

𝐶𝑇𝐹
 

The final ciphertext 

ℬ
 

A challenger 

𝒜
 

An attacker 

𝐿𝐾𝑃𝐾 The upper bound about leakage of a 

private key 

 

The operations about 𝐺  and 𝐺∗  are polynomial time 

efficient and computable with respect to safety parameters 𝜆. 

𝐺𝑛1 , 𝐺𝑛2  and 𝐺𝑛3   are used to represent subgroups of 𝐺 

about order 𝑛1, 𝑛2 and 𝑛3 respectively. In particular, when 

𝑝𝑖 ∈ 𝐺𝑛𝑖and 𝑝𝑗 ∈ 𝐺𝑛𝑗 (𝑖 ≠ 𝑗), 𝑒(𝑝𝑖 , 𝑝𝑗) is the identity of 𝐺∗. 

For example, suppose 𝑝1 ∈ 𝐺𝑛1 , 𝑝2 ∈ 𝐺𝑛2 and ℎ  is a 

generator about 𝐺 , ℎ
𝑛1𝑛2  may generate 𝐺𝑛3 , ℎ

𝑛1𝑛3  may 

generate 𝐺𝑛2 , and ℎ
𝑛2𝑛3 may generate 𝐺𝑛1 . Therefore, there 

exists 𝛼1, 𝛼2  such that if 𝑝1 = (ℎ𝑛2𝑛3)𝛼1   and 𝑝2 =
(ℎ𝑛1𝑛3)𝛼2 , we can get that 𝑒(𝑝1, 𝑝2) = 𝑒(ℎ𝑛2𝑛3𝛼1 , ℎ𝑛1𝑛3𝛼2) =
𝑒(ℎ𝛼1 , ℎ𝑛3𝛼2)𝑛1𝑛2𝑛3 = 1. 𝐺𝑛1 , 𝐺𝑛2 and 𝐺𝑛3are orthogonal. 
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2.2 Difficult Assumptions 
 

Three assumptions will be used to prove the safety of the 

proposed continual leakage-resilient and hierarchical identity-

based online/offline encryption scheme (CLR-HIBOOE). The 

given assumption is static assumption on which the number of 

levels is independent of the number about private key inquiries 

from the attacker. The order of 𝐺  is 𝑁 = 𝑛1𝑛2𝑛3 , where 

𝑛1, 𝑛2 and 𝑛3 are different primes with 𝜆 bits length. For 

these following assumptions, we let 𝐺𝑛1𝑛2  represent 

subgroups of 𝐺  with order 𝑛1𝑛2 , and other situations are 

similar. 

 

Assumption 1. It is also called subgroup decision problem of 

three primes. For the algorithm 𝛷 which can generate bilinear 

group with composite order, the following distributions are 

given: 

 

𝛺 = (𝑁 = 𝑛1𝑛2𝑛3, 𝐺, 𝐺
∗, 𝑒)

 𝑅 
←   𝛷, 

ℎ
 𝑅 
←   𝐺𝑛1 , 𝑋3

 𝑅 
←   𝐺𝑛3, 

𝐷 = (𝛺, ℎ, 𝑋3), 𝑇1
 𝑅 
←   𝐺𝑛1𝑛2 , 𝑇2

 𝑅 
←   𝐺𝑛1. 

 

The advantages that algorithm 𝒜 distinguishes 𝑇1 from  

𝑇2  is denoted by 𝐴𝑑𝑣1𝛷,𝒜(𝜆) = | 𝑃[𝒜(𝐷, 𝑇1) = 1] −

𝑃[𝒜(𝐷, 𝑇2) = 1]|. If the advantages 𝐴𝑑𝑣1𝛷,𝒜(𝜆) achieved 

by any algorithm 𝒜 is ignorable, assumption 1 is valid. 

If 𝑇1 = 𝑝1𝑝2  where
 
𝑝𝑖 ∈ 𝐺𝑛𝑖  ( 𝑖 ∈ {1,2} ), we call 𝑝1 

and 𝑝2 as the part in 𝐺𝑛1 and the part in 𝐺𝑛2  respectively.  

 

Assumption 2. For the algorithm 𝛷  which can generate 

bilinear group with composite order, the following 

distributions are given:  

 

𝛺 = (𝑁 = 𝑛1𝑛2𝑛3, 𝐺, 𝐺
∗, 𝑒)

 𝑅 
←   𝛷, 

ℎ, 𝑋1
 𝑅 
←   𝐺𝑛1 , 𝑋2, 𝑌2

 𝑅 
←   𝐺𝑛2 , 𝑋3, 𝑌3

 𝑅 
←   𝐺𝑛3, 

𝐷 = (𝛺, ℎ, 𝑋1𝑋2, 𝑋3, 𝑌2𝑌3), 

𝑇1
 𝑅 
←   𝐺, 𝑇2

 𝑅 
←   𝐺𝑛1𝑛3. 

 

The advantages that algorithm 𝒜 distinguishes 𝑇1 from  

𝑇2  is denoted by 𝐴𝑑𝑣2𝛷,𝒜(𝜆) = | 𝑃[𝒜(𝐷, 𝑇1) = 1] −

𝑃[𝒜(𝐷, 𝑇2) = 1]|. If the advantages 𝐴𝑑𝑣2𝛷,𝒜(𝜆) achieved 

by any algorithm 𝒜 is ignorable, assumption 2 is valid. 

 

Assumption 3. For the algorithm 𝛷  which can generate 

bilinear group with composite order, the following 

distributions are given: 

 

𝛺 = (𝑁 = 𝑛1𝑛2𝑛3, 𝐺, 𝐺
∗, 𝑒)

 𝑅 
←   𝛷, 𝛼, 𝑠

 𝑅 
←   𝑍𝑁, 

ℎ
 𝑅 
←   𝐺𝑛1 , 𝑋2, 𝑌2, 𝑍2

 𝑅 
←   𝐺𝑛2 , 𝑋3

 𝑅 
←   𝐺𝑛3 , 

𝐷 = (𝛺, ℎ, ℎ𝛼𝑋2, 𝑋3, ℎ
𝑠𝑌2, 𝑍2), 

𝑇1
 𝑅 
←   𝑒(ℎ, ℎ)𝛼𝑠, 𝑇2

 𝑅 
←   𝐺∗. 

 

The advantages that algorithm 𝒜 distinguishes 𝑇1 from  

𝑇2  is denoted by 𝐴𝑑𝑣3𝛷,𝒜(𝜆) = | 𝑃[𝒜(𝐷, 𝑇1) = 1] −

𝑃[𝒜(𝐷, 𝑇2) = 1]|. If the advantages 𝐴𝑑𝑣3𝛷,𝒜(𝜆) achieved 

by any algorithm 𝒜 is ignorable, assumption 3 is valid. 

 

3 Formal Description of CLR-HIBOOE 
 

The proposed continual leakage-resilient and hierarchical 

identity-based online/offline encryption scheme is composed 

of these algorithms. 

 

Start: This algorithm takes 𝜆 as input, and gives a master key 

𝑀𝐾and public parameter 𝑃𝑃. 𝑆𝑡𝑎𝑟𝑡(𝜆) → (𝑃𝑃,𝑀𝐾). 
KeyG: This algorithm inputs public parameters 𝑃𝑃, master 

key 𝑀𝐾 and identity vector 𝐼, and outputs the private key 

𝑃𝐾𝐼 for identity vector 𝐼. 𝐾𝑒𝑦𝐺(𝑃𝑃,𝑀𝐾, 𝐼) → 𝑃𝐾𝐼 . 

Delegation: This algorithm inputs a private key 𝑃𝐾𝐼  of 

identity vector 𝐼  as well as identity 𝐼𝐷𝑗+1 , and outputs a 

private key 𝑃𝐾𝐼′  about identity vector 𝐼′ = 𝐼: 𝐼𝐷𝑗+1 . 

𝐷𝑒𝑙𝑒𝑔𝑎𝑡𝑖𝑜𝑛(𝑃𝑃, 𝑃𝐾𝐼 , 𝐼𝐷𝑗+1) → 𝑃𝐾𝐼′. 

Updation: The algorithm inputs 𝑃𝑃 and 𝑃𝐾𝐼. It outputs the 

updated private key 𝑃𝐾𝐼
̂ . 𝑈𝑝𝑑𝑎𝑡𝑖𝑜𝑛(𝑃𝐾, 𝑃𝐾𝐼) → 𝑃𝐾𝐼

̂ . 

OfflineE: It inputs 𝜆  and 𝑃𝑃 . The algorithm produces 

offline ciphertext 𝐶𝑇𝑀. 𝑂𝑓𝑓𝑙𝑖𝑛𝑒𝐸(𝜆, 𝑃𝑃) → 𝐶𝑇𝑀. 

OnlineE: The algorithm inputs 𝜆, 𝑃𝑃, plaintext 𝑀, offline 

ciphertext 𝐶𝑇𝑀  and identity vector 𝐼  and generates final 

ciphertext 𝐶𝑇𝐹. 𝑂𝑛𝑙𝑖𝑛𝑒𝐸(𝜆, 𝑃𝑃,𝑀, 𝐶𝑇𝑀, 𝐼) → 𝐶𝑇𝐹. 

Decryption: The decryptor inputs final ciphertext 𝐶𝑇𝐹 and 

private key 𝑃𝐾𝐼 . It obtains the plaintext 𝑀 . 

𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛(𝐶𝑇𝐹, 𝑃𝐾𝐼) → 𝑀. 

 

4 Security Semantics about Our CLR-

HIBOOE 
 

The security semantics about our CLR-HIBOOE is 

described with the help of this game Game𝑅 𝑒 𝑎𝑙  which is 

played between the attacker 𝒜 and the challenger ℬ.  

The proposed scheme CLR-HIBOOE is semantically 

secure against chosen plaintext attack. An attacker 𝒜  may 

inquiry public parameters, private key and some leakage 

information with private key.  

In the game Game𝑅 𝑒 𝑎𝑙 , the challengerℬ  has one list 

ℒ = {(ℐ𝒩,ℐ𝒟,𝒫𝒦,ℒ𝒦)} which is composed of indicia, set 

of identity vector, private key and amount of leakage. ℐ𝒩 is 

indicia’s space. 𝒫𝒦  is private key’s space. ℐ𝒟  is space 

about identity vector. ℒ𝒦 is the space for leakage amount. 

Suppose that ℐ𝒩 = ℕ and ℒ𝒦 = ℕ. ℬ has another list 

ℛ. This revealed identity vector will be recorded in ℛ. 

A challenger ℬ  and an attacker 𝒜  play the game 

Game𝑅 𝑒 𝑎𝑙. 
Game𝑹𝒆𝒂𝒍: 
Initialize: The challenger runs Start to get 𝑀𝐾  and 𝑃𝑃 : 

𝑆𝑡𝑎𝑟𝑡(𝜆) → （𝑃𝑃,𝑀𝐾）. ℬ keeps this master key secretly 

and sends this public parameter to the attacker 𝒜. An element 

(0,0,0,0) is added in ℒ. The indicia 𝑖𝑛 is 0. 

Phase 1: The attacker 𝒜 may do the queries as follows. 

𝒪 − 𝐶𝑟𝑒𝑎𝑡𝑒(𝐼): Given an identity vector 𝐼, ℬ looks up 

it within ℒ . If 𝐼  exists within ℒ , it stops. If not, the 

challenger runs KeyG to obtain this secret key 𝑃𝐾𝐼 

( 𝐾𝑒𝑦𝐺(𝑃𝑃,𝑀𝐾, 𝐼) → 𝑃𝐾𝐼 ). Furthermore, ℬ  puts the 

element (𝑖𝑛 + 1, 𝐼, 𝑃𝐾𝐼 , 0) in this list ℒ.  

𝒪 − 𝐿𝑒𝑎𝑘(𝑖𝑛, 𝑓𝑛): The attacker inquiries some leakage 

information of one private key for this indicia 𝑖𝑛. The attacker 
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uses one function 𝑓𝑛 on this secret key and gets the outputs. 

The function is polynomial time computable.  

If (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾) is not in ℒ, the challenger ℬ does 

nothing. If (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾)  is in ℒ , the challenger ℬ 

judges whether 𝐿𝐾 + |𝑓𝑛(𝑃𝐾𝐼)|  ≤ 𝐿𝐾𝑃𝐾 . 𝐿𝐾𝑃𝐾  is the 

upper bound of leakage for this private key. If that’s true, ℬ 

sends 𝑓𝑛(𝑃𝐾𝐼) to the attacker and updates (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾) 

with (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾 + |𝑓𝑛(𝑃𝐾𝐼)|)  in ℒ . Otherwise, ℬ 

returns ⊥. 

𝒪 − 𝑅𝑒𝑣𝑒𝑎𝑙(𝑖𝑛): The attacker queries this private key for 

indicia in . If the element (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾) exists within ℒ, 

this challenger sends 𝑃𝐾𝐼  to the attacker and adds this 

identity vector 𝐼 in ℛ. If it doesn’t, ℬ returns ⊥. 

𝒪 − 𝑈𝑝𝑑𝑎𝑡𝑖𝑜𝑛(𝑖𝑛) : The attacker inquires about the 

updated private key about indicia 𝑖𝑛. This challenger judges 

if (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾) of indicia in  belongs to ℒ. If it does, the 

challenger calls the algorithm Updation 

𝑈𝑝𝑑𝑎𝑡𝑖𝑜𝑛(𝑃𝐾, 𝑃𝐾𝐼) → 𝑃𝐾𝐼
̂ . The challenger gives the 

attacker the updated key 𝑃𝐾𝐼
̂ . Then, the challenger updates 

the item (𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾) with (𝑖𝑛, 𝐼, 𝑃𝐾𝐼
̂ ,0). 

𝒪 − 𝐷𝑒𝑙𝑒𝑔𝑎𝑡𝑖𝑜𝑛(𝑖𝑛, 𝑃𝐾𝐼 , 𝐼): The attacker gives a private 

key 𝑃𝐾𝐼  of identity vector 𝐼  with depth 𝑗  as well as 

identity 𝐼𝐷𝑗+1 . The challenger finds whether the item 

(𝑖𝑛, 𝐼, 𝑃𝐾𝐼 , 𝐿𝐾)  is in ℒ . If it is true, the challenger runs 

Delegation to produce the private key 𝑃𝐾𝐼 : 𝐼𝐷𝑗+1
 for 

𝐼 : 𝐼 𝐷𝑗+1 . An item (𝑖𝑛 + 1, 𝐼 : 𝐼 𝐷𝑗+1, 𝑃𝐾𝐼 : 𝐼𝐷𝑗+1
, 0) is added 

in the list ℒ.  

Challenge: The attacker 𝒜  gives two messages 𝑀0 , 𝑀1 

and an identity vector 𝐼∗. The constraint is that 𝐼∗ is not in 

ℛ . ℬ  chooses randomly 𝛽 ← {0,1}  and generates 

ciphertext 𝐶𝑇𝐹 about 𝑀𝛽. ℬ sends 𝐶𝑇𝐹 to that attacker. 

Phase 2: 𝒜  may query the oracles𝒪 − 𝐶𝑟𝑒𝑎𝑡𝑒(𝐼) , 𝒪 −

𝐷𝑒𝑙𝑒𝑔𝑎𝑡𝑖𝑜𝑛(𝑖𝑛, 𝑃𝐾𝐼 , 𝐼)  and 𝒪 − 𝑅𝑒𝑣𝑒𝑎𝑙(𝑖𝑛) . As with 

Phase 1, these same limitations are required. What is more, the 

delegated identity vectors are not in ℛ. 

Guess: The attacker 𝒜 gives the guess 𝛽′ ∈ {0,1}. If 𝛽′ =
𝛽, the attacker 𝒜 wins Game𝑅 𝑒 𝑎𝑙. The attacker 𝒜 obtains 

these advantages 𝐴𝑑𝑣𝒜(𝐿𝐾𝑃𝐾) = |𝑃[ 𝛽′ = 𝛽] −
1

2
|. 

If the advantage that any PPT attacker 𝒜  can win in 

Game𝑅 𝑒 𝑎𝑙  is very little (ignorable), our CLR-HIBOOE is 

𝐿𝐾𝑃𝐾 leakage-resilient. 

 

5 Construction of CLR-HIBOOE 
 

Our scheme is constructed by bilinear group with 

composite order. The private key is randomized by 𝐺𝑛3. 𝐺𝑛2  

is not used in real systems, but it is used in a semi-functional 

form. 

 

Setup: The algorithm run bilinear group generation algorithm 

𝛷  to obtain a bilinear group 𝐺  with order 𝑁 = 𝑛1𝑛2𝑛3 . 

Suppose that ℓ symbols the maximum depth for our CLR-

HIBOOE. This algorithm randomly selects 

𝑔1, ℎ1, 𝑢1, . . . , 𝑢𝑙 ∈ 𝐺𝑛1 ,  𝑋3 ∈ 𝐺𝑛3 , 𝛼 ∈ 𝑍𝑁 and 

𝑥1, 𝑥2, . . . , 𝑥𝑛 ∈ 𝑍𝑁 . It issues the public key 𝑃𝑃 =

{𝑁, 𝑔1, ℎ1, 𝑢1, . . . , 𝑢𝑙 , 𝑋3, 𝑒(𝑔1, 𝑔1)
𝛼 , 𝑔1

𝑥1 , 𝑔1
𝑥2 , . . . , 𝑔1

𝑥𝑛} and 

keeps this master key 𝑀𝐾 = {𝛼} as secret. 

KeyG: The private key generator takes  𝑃𝑃 , 𝑀𝐾  and 

identity vector 𝐼 = (𝐼𝐷1, . . . , 𝐼𝐷𝑗)  as input. It randomly 

selects 𝑟, 𝑦1 , . . . , 𝑦𝑛 ∈ 𝑍𝑁 and 

𝑅0,1, . . . , 𝑅0,𝑛, 𝑅3, 𝑅3
′ , 𝑅𝑗+1, . . . , 𝑅𝑙 of 𝐺𝑛3 . It generates the 

private key as follows. 

 

𝐾0⃗⃗ ⃗⃗⃗ = (𝑔1
𝑦1𝑅0,1, 𝑔1

𝑦2𝑅0,2, . . . , 𝑔1
𝑦𝑛𝑅0,𝑛),    

𝐾1 = 𝑔1
𝑟𝑅3,  

𝐾2 = 𝑔1
𝛼 ∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 …𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟𝑅3
′ ,  

𝐸𝑗+1 = 𝑢𝑗+1
𝑟 𝑅𝑗+1, . . . , 𝐸𝑙 = 𝑢𝑙

𝑟𝑅𝑙 .  

 

Delegation: On input the private key 𝑃𝐾𝐼  of an identity 

vector 𝐼  about 𝑗𝑡ℎ  level and one identity 𝐼𝐷𝑗+1 , the 

algorithm produces this private key 𝑃𝐾
𝐼 ′⃗  for the identity 

vector 𝐼′⃗⃗⃗(𝐼 : 𝐼𝐷 𝑗+1) of (𝑗 + 1)𝑡ℎ level. It randomly selects 

𝑟1 ∈ 𝑍𝑁  and 𝑅′
0,1, . . . , 𝑅

′
0,𝑛, 𝑅3,1, 𝑅3,1

′ , 𝑅𝑗+2,1, . . . , 𝑅𝑙,1  of 𝐺𝑛3 . 

It generates the delegated private key as follows. 

 

𝐾0⃗⃗ ⃗⃗⃗ = (𝑔1
𝑦1𝑅′

0,1, 𝑔1
𝑦2𝑅′

0,2, … , 𝑔1
𝑦𝑛𝑅′

0,𝑛),   

       𝐾 ′
1 = 𝐾1𝑔1

𝑟1𝑅3,1,        

𝐾 ′
2 = 𝐾2𝐸𝑗+1

𝐼𝐷𝑗+1
(𝑢1

𝐼𝐷1 …𝑢
𝑗

𝐼𝐷𝑗
𝑢
𝑗+1

𝐼𝐷𝑗+1
ℎ1)

𝑟1𝑅3,1
′ ,    

𝐸′
𝑗+2 = 𝐸𝑗+2𝑢𝑗+2

𝑟1 𝑅𝑗+2,1, . . . , 𝐸
′
𝑙 = 𝐸𝑙𝑢𝑙

𝑟1𝑅𝑙,1.   

 

The new key is completely randomized and the only 

connection with the previous key is the identity vector 𝐼 =
(𝐼𝐷1, . . . , 𝐼𝐷𝑗).  

Updation: The algorithm inputs 𝑃𝑃 and the private key 𝑃𝐾𝐼 

for an identity vector 𝐼 and outputs a new private key 𝑃𝐾𝐼
̂  

for 𝐼.  

Given 𝑃𝐾𝐼 = (𝐾0⃗⃗ ⃗⃗⃗, 𝐾1, 𝐾2, 𝐸𝑗+1, . . . , 𝐸𝑙) , the algorithm 

selects randomly 𝛥𝑟, 𝛥𝑦1, . . . , 𝛥𝑦𝑛 ∈ 𝑍𝑁  and 

𝛥𝑅0,1, . . . , 𝛥𝑅0,𝑛, 𝛥𝑅3, 𝛥𝑅3
′ , 𝛥𝑅𝑗+1, . . . , 𝛥𝑅𝑙 ∈ 𝐺𝑛3   and 

computes  

 

𝐾0⃗⃗ ⃗⃗ ⃗̂ = (𝑔1
𝑦1+𝛥𝑦1(𝑅0,1 + 𝛥𝑅0,1),   

             𝑔1
𝑦2+𝛥𝑦2𝑅0,2, … , 𝑔1

𝑦𝑛+𝛥𝑦𝑛(𝑅0,𝑛 + 𝛥𝑅0,𝑛)),  

𝐾1̂ = 𝑔1
𝑟+𝛥𝑟(𝑅3 + 𝛥𝑅3),  

𝐾2̂ = 𝑔1
𝛼 ∏ 𝑔1

−𝑥𝑖(𝑦𝑖+𝛥𝑦𝑖)𝑛
𝑖=1 (𝑢1

𝐼𝐷1 …𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟+𝛥𝑟(𝑅3
′ +

                  𝛥𝑅3
′ ),  

𝐸𝑗+1̂ = 𝑢𝑗+1
𝑟+𝛥𝑟(𝑅𝑗+1 + 𝛥𝑅𝑗+1), . . . , 𝐸�̂� = 𝑢𝑙

𝑟+𝛥𝑟(𝑅𝑙 + 𝛥𝑅𝑙).  

 

The new private key is 𝑃𝐾𝐼
̂ = (𝐾0⃗⃗ ⃗⃗ ⃗̂, 𝐾1̂, 𝐾2̂, 𝐸𝑗+1̂ , . . . , 𝐸�̂�). 

Because 𝛥𝑟, 𝛥𝑦1, . . . , 𝛥𝑦𝑛 ∈ 𝑍𝑁 , 𝑡𝑗 ∈ 𝑍𝑁 , 𝛥𝑡𝑗 ∈ 𝑍𝑁  and 

𝛥𝑅0,1, . . . , 𝛥𝑅0,𝑛, 𝛥𝑅3, 𝛥𝑅3
′ , 𝛥𝑅𝑗+1, . . . , 𝛥𝑅𝑙 ∈ 𝐺𝑛3  are random, 

𝑦𝑖 + 𝛥𝑦𝑖(𝑖 = 1, . . . , 𝑛) , 𝑟 + 𝛥𝑟 , 𝑅0,𝑖 + 𝛥𝑅0,𝑖(𝑖 =

1, . . . , 𝑛) , 𝑅3 + 𝛥𝑅3 , 𝑅3
′ + 𝛥𝑅3

′ and 𝑅𝑗+1 + 𝛥𝑅𝑗+1, . . . , 𝑅𝑙 +

𝛥𝑅𝑙  are all random. Essentially, we add only extra random 

values to the old ones in the private key. So, the private key 

𝑃𝐾𝐼
̂  and 𝑃𝐾𝐼  have the same distribution.  

OfflineE: On input 𝜆  and 𝑃𝑃 , the algorithm gives the 

indirect ciphertext 𝐶𝑇𝑀 . It randomly selects 𝑧1, 𝑧2
, . . . 𝑧𝑙 , 𝑠, 𝑡 ∈ 𝑍𝑁, and calculates  

 

(𝐶0⃗⃗⃗⃗⃗) = ((𝑔1
𝑥1)𝑠, (𝑔1

𝑥2)𝑠, … , (𝑔1
𝑥𝑛)𝑠  

𝑅=e(𝑔1, 𝑔1)
𝛼𝑠), 𝐶1 = (𝑢1

𝑧1…𝑢𝑙
𝑧𝑙ℎ1)

𝑠, 
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   𝐶2 = 𝑔1
𝑠, 𝐶3,1 = 𝑢1

𝑠𝑡 , 𝐶3,2 = 𝑢2
𝑠𝑡 , … , 𝐶3,𝑙 = 𝑢𝑙

𝑠𝑡 ,      

 

The indirect ciphertext is 𝐶𝑇𝑀 =

(𝐶0⃗⃗⃗⃗⃗, 𝑅, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝑧1, . . . , 𝑧𝑙 , 𝑡). 

OnlineE: On input 𝜆, 𝑀, 𝑃𝑃, 𝐶𝑇𝑀  and 𝐼, the algorithm 

computes as follows. 

 

𝑡1 = 𝑡−1(𝐼𝐷1 − 𝑧1) mod 𝑁,  
𝑡2 = 𝑡−1(𝐼𝐷2 − 𝑧2) mod 𝑁,  

… , 𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗 − 𝑧𝑗) mod 𝑁,  

𝑡𝑗+1 = −𝑡−1𝑧𝑗+1 mod 𝑁, 

… , 𝑡𝑙 = −𝑡−1𝑧𝑙  mod 𝑁,  
𝐶4 = 𝑅 ⊕𝑀         

 

The ultimate ciphertext is 𝐶𝑇𝐹 =

(𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝐶4, 𝑡1, . . . , 𝑡𝑙). 

Decryption: On input 𝐶𝑇𝐹 and 𝑃𝐾𝐼, the algorithm obtains 

the message 𝑀 when this identity vector of 𝐶𝑇𝐹 and that of 

𝑃𝐾𝐼 are same.  

First, the decryption algorithm obtains the blinding factor. 

 

𝑒(𝐾0⃗⃗ ⃗⃗⃗, 𝐶0⃗⃗⃗⃗⃗)  
       = 𝑒(< 𝑔1

𝑦1𝑅0,1, 𝑔1
𝑦2𝑅0,2, . . . , 𝑔1

𝑦𝑛𝑅0,𝑛 >,  

      < (𝑔1
𝑥1)𝑠, (𝑔1

𝑥2)𝑠, . . . , (𝑔1
𝑥𝑛)𝑠 >)  

       𝑒(𝐾2, 𝐶2)  

       = 𝑒(𝑔1
𝛼∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 . . . 𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟𝑅3
′ , 𝑔1

𝑠)  

       𝑒(𝐾1, 𝐶1𝐶3,1
𝑡1 . . . 𝐶3,𝑙

𝑡𝑙 )   

      = 𝑒(𝑔1
𝑟𝑅3, (𝑢1

𝑧1 . . . 𝑢𝑙
𝑧𝑙ℎ1)

𝑠(𝑢1
𝑠𝑡)𝑡

−1(𝐼𝐷1−𝑧1)  

      . . . (𝑢𝑗
𝑠𝑡)𝑡

−1(𝐼𝐷𝑗−𝑧𝑗)(𝑢𝑗+1
𝑠𝑡 )−𝑡

−1𝑧𝑗+1 . . . (𝑢𝑙
𝑠𝑡)−𝑡

−1𝑧𝑙)  

      
𝑒(𝐾0⃗⃗ ⃗⃗ ⃗,𝐶0⃗⃗⃗⃗⃗)𝑒(𝐾2,𝐶2)

𝑒(𝐾1,𝐶1𝐶3,1
𝑡1 ...𝐶3,𝑙

𝑡𝑙 )
= 𝑒(𝑔

1
, 𝑔

1
)𝛼𝑠 = 𝑅        

  
Then, he calculates 𝑅 ⊕ 𝐶4 = 𝑅 ⊕ (𝑅 ⊕𝑀) = 𝑀. 

 

6 Security of CLR-HIBOOE  
 

The proof depends on three static assumptions given in 

subsection 2.2. For proving this security, we employ the 

method introduced in reference [25] to construct additional 

semi-functional ciphertext and key which are only used for 

proof.  

Semi-functional ciphertext. Based on a generator 𝑔2 of 

𝐺𝑛2 and the normal ciphertext 𝐶𝑇𝐹 =

(𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝐶4, 𝑡1, . . . , 𝑡𝑙), the algorithm randomly 

selects 𝑣, 𝛾1, . . . , 𝛾𝑛, 𝜂1, . . . , 𝜂𝑙 , 𝑧𝑐 ∈ 𝑍𝑁 and further generates 

the semi-functional ciphertext. 

 

𝐶0⃗⃗⃗⃗⃗̃=((𝑔1
𝑥1)𝑠(𝑔2

𝜈)𝛾1 , (𝑔1
𝑥2)𝑠(𝑔2

𝜈)𝛾2 , … , (𝑔1
𝑥𝑛)𝑠(𝑔2

𝜈)𝛾𝑛)       

       𝑅 = 𝑒(𝑔1, 𝑔1)
𝛼𝑠,      

𝐶1̃ = (𝑢1
𝑧1 . . . 𝑢𝑙

𝑧𝑙ℎ1)
𝑠(𝑔2

𝜈)𝑧𝑐 ,  

       𝐶2̃ = 𝑔1
𝑠𝑔2

𝜈 ,  

       𝐶3,1̃ = 𝑢1
𝑠𝑡(𝑔2

𝜈)𝜂1 ,  

       𝐶3,2̃ = 𝑢2
𝑠𝑡(𝑔2

𝜈)𝜂2 , . . . , 𝐶3,�̃� = 𝑢𝑙
𝑠𝑡(𝑔2

𝜈)𝜂𝑙 ,  

𝑡1 = 𝑡−1(𝐼𝐷1 − 𝑧1)𝑚𝑜𝑑 𝑁,   
       𝑡2 = 𝑡−1(𝐼𝐷2 − 𝑧2)𝑚𝑜𝑑 𝑁, . ..  
       𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗 − 𝑧𝑗)𝑚𝑜𝑑 𝑁,  

       𝑡𝑗+1 = −𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁, . ..  

       𝑡𝑙 = −𝑡−1𝑧𝑙𝑚𝑜𝑑 𝑁,  

𝐶4 = 𝑅 ⊕𝑀                            

 

Semi-functional private key. Based on the normal private 

key 𝐾0⃗⃗ ⃗⃗⃗, 𝐾1, 𝐾2, 𝐸𝑗+1, . . . , 𝐸𝑙 , the algorithm randomly selects 

𝑤, 𝜉1, . . . , 𝜉𝑛, 𝜁𝑗+1, . . . , 𝜁𝑙 , 𝑧𝑘 ∈ 𝑍𝑁  and further generates the 

semi-functional private key. 

 

K0
⃗⃗ ⃗⃗ ⃗̃=(g1

y1 .g2
wξ1 .R0,1,g1

y2 .g2
wξ2 .R0,2,...,g1

yn .g2
wξn.R0,n),  

       K1̃=K1.g2
w=g1

r .g2
w.R3,  

   K2̃=K2.g2
wzk=g1

α ∏ g1
-xiyin

i=1 (u1
ID1 ...uj

IDjh1)
r.g2

wzk .R3
' ,  

Ej+1̃ =Ej+1.g2
wζj+1

=uj+1
r .g

2

wζj+1
.Rj+1,...,   

       El̃=El.g2
wζl=ul

r.g2
wζl .Rl.  

 

The normal key decrypts correctly not only the normal 

ciphertexts but also the semi-functional ones. The semi-

functional key decrypts only the normal ciphertexts correctly. 

If a semi-functional key decrypts a semi-functional ciphertext, 

we have 

 

e(K0⃗⃗⃗⃗⃗̃,C0⃗⃗ ⃗̃⃗ )  

=e(<g1
y1 .g2

wξ1 .R0,1,g1
y2 .g2

wξ2 .R0,2,...,g1
yn .g2

wξn .R0,n >,  

    <(g1
x1)s(g2

ν )γ1 ,(g1
x2)s(g2

ν )γ2 ,...,(g1
xn)s(g2

ν )γn>) 

     =∏ e(g2
wξi ,g2

vηi)n
i=1 ∏ e(g1

y1 ,(g1
x1)s)n

i=1   

e(K2̃,C2̃)  

           =e(g1
α ∏ g1

-xiyin
i=1 (u1

ID1…uj
IDjh1)

r.g2
wzk .R3

' ,g1
sg2

ν)  

           =e(∏ g1
-xiyin

i=1 ,g1
s )e((u1

ID1…uj
IDjh1)

r,g1
s ).  

       e(g1
α ,g1

s )e(g2
wzk ,g2

v)  

 
e(K0⃗⃗⃗⃗⃗̃⃗ ,C0⃗⃗ ⃗⃗ ⃗̃)e(K2̃,C2̃)

e(K1̃,C1̃(C3,1̃)
t1 ...(C3,l̃ )tl)

  

        =R.e(g2,g2)
ϖ  

 

where,  

 

𝜛 = (∑ 𝑤𝑣𝜂𝑖𝜉𝑖)
𝑛
𝑖=1 +𝑤𝑣𝑧𝑘 −𝑤𝑣𝑧𝑐 −   

          𝑤𝑣𝜂1(𝐼𝐷1 − 𝑧1)−. . . −𝑤𝑣𝜂𝑗(𝐼𝐷𝑗 − 𝑧𝑗) +

                  𝑤𝑣𝜂𝑗+1𝑧𝑗+1+. . . +𝑤𝑣𝜂𝑙𝑧𝑙.  

 

There will be an additional item 𝑒(𝑔2, 𝑔2)
𝜛. If  

 

      𝑤𝑣𝑧𝑘 = 𝑤𝑣𝑧𝑐 + 𝑤𝑣𝜂1(𝐼𝐷1 − 𝑧1) + ⋯+𝑤𝑣𝜂𝑗(𝐼𝐷𝑗 − 𝑧𝑗)

                      − 𝑤𝑣𝜂𝑗+1𝑧𝑗+1−. . . −𝑤𝑣𝜂𝑙𝑧𝑙 − (∑ 𝑤𝑣𝜂𝑖𝜉𝑖)
𝑛
𝑖=1 ,  

 

we call the private key as nominal semi-functional private key. 

The security proof of our scheme is obtained by 

constructing several games. We use 𝑞 to indicate the number 

of private key queries. 

Game𝑅𝑒𝑎𝑙 . This game is played by the challenger ℬ and 

the attacker𝒜 , in which these private keys are produced 

through this delegation algorithm.  

Game𝑅𝑒𝑎𝑙′ . The only difference from Game𝑅𝑒𝑎𝑙  is that 

the private is generated by private key generation algorithm.  

Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 . Compared with the Game𝑅𝑒𝑎𝑙′ , the 

attacker cannot inquiry the identity vectors that are the prefix 

of this given challenge identity modulo 𝑝2.  
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𝐺𝑎𝑚𝑒𝑖  ( 𝑖 ∈ [0, 𝑞] ): Similar to Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 , the 

ciphertext is semi-functional. For these 𝑖 key enquiries at the 

head the challenger produces semi-functional ones. For the 

remaining key enquiries the challenger gives the normal ones.  

𝐺𝑎𝑚𝑒𝐹𝑖𝑛𝑎𝑙: Compared with 𝐺𝑎𝑚𝑒𝑞 , the only difference 

is that this ciphertext is obtained by encrypting a random 

message. 

Six upcoming lemmas are contributed to the completion of 

Theorem 1. 

 

Lemma 1. The total leakage amount of our proposed scheme 

is near to 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆. 

Proof. A conclusion in the work [22] helps to complete this 

lemma 1. 

Conclusion 1. For a prime p , 𝑑1 ≥ 𝑑2 ≥ 2 (𝑑1, 𝑑2 ∈ 𝑁), 

𝑋 ← 𝑍𝑝
𝑑1×𝑑2 , 𝑌 ← 𝑅𝑘1(𝑍𝑝

𝑑2×1)  and 𝛤 ← 𝑍𝑝
𝑑1 , if fn  is 

leakage function over 𝑍𝑝
𝑑1  to 𝑊  ( 𝑓𝑛 : 𝑍𝑝

𝑑1 →𝑊 ) where 

|𝑊| ≤ 4 ⋅ (1 −
1

𝑝
) ⋅ 𝑝𝑑2−1 ⋅ 𝜀2 , this statistical distance 

𝑆𝐷((𝑋, 𝑓𝑛(𝑋 ⋅ 𝑌)), (𝑋, 𝑓𝑛(𝛤)) ≤ 𝜀. 𝜀 is negligible. 

From conclusion 1, the following Corollary 1 is obtained 

easily. 

Corollary 1. For 𝑑1 ≥ 3 and a prime 𝑝, we choose 𝛿 ←

𝑍𝑝
𝑑1  , 𝜏 ← 𝑍𝑝

𝑑1  and 𝜏 ′ ← 𝑍𝑝
𝑑1  on the condition that 𝜏 ′  is 

orthogonal to 𝛿  modulo 𝑝 . For leakage function 

𝑓 : 𝑍𝑝
𝑑1 →𝑊 , if |𝑊| ≤ 4 ⋅ (1 −

1

𝑝
) ⋅ 𝑝𝑑1−2 ⋅ 𝜀2 , 

𝑆𝐷((𝛿, 𝑓𝑛(𝜏 ′)), (𝛿, 𝑓𝑛(𝜏))) ≤ 𝜀. 

Proof. Based on conclusion 1, let 𝑑2 = 𝑑1 − 1. Therefore, 𝜏 

matches 𝛤 . This basis for that orthogonal space about 𝛿 

matches X . Thus, 𝜏 ′  and 𝑋 ⋅ 𝑌  have the same 

distributions where 𝑌 ← 𝑅𝑘1(𝑍𝑝
(𝑑1−1)×1)  and 𝑋 ←

𝑍𝑝
𝑑1×(𝑑1−1) . So, 𝑆𝐷((𝛿, 𝑓𝑛(𝜏 ′)), (𝛿, 𝑓𝑛(𝜏)))  =

𝑆𝐷((𝑋, 𝑓𝑛(𝑋 ⋅ 𝑇)), (𝑋, 𝑓𝑛(𝛤)). 

In consideration that 𝑛 = 𝑑1 − 1, 𝑛2 = 𝑝 and 𝜀 =  𝑛2
−𝜗, 

it is concluded that the leakage information amounts to 

𝑙𝑜𝑔|𝑊| ≤ (𝑛 − 1) 𝑙𝑜𝑔𝑛2−2𝜗𝑙𝑜𝑔𝑛2 = (𝑛 − 2𝜗 − 1)𝑙𝑜𝑔𝑛2 

= (𝑛 − 2𝜗 − 1)𝜆 , where 𝑙𝑜𝑔𝑛2 =𝜆 . Consequently, the 

leakage adds up to 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆. 

 

Lemma 2. Given 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆 , any attacker 𝒜 

can only gain the same advantages in Game𝑅 𝑒 𝑎𝑙 
or Game𝑅𝑒𝑎𝑙′ . That is to say, 𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙 𝐴 𝑑𝑣𝒜 =
𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜 . 

The attacker 𝒜  wins the advantage 𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙 𝐴𝑑𝑣𝒜  

in Game𝑅 𝑒 𝑎𝑙 . The attacker 𝒜  wins the advantage 

𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜  in Game𝑅𝑒𝑎𝑙′. 
Proof. No matter whether the key is generated by KeyG or by 

Delegation, their distributions are exactly same. For the 

attacker, they are not fundamentally different. 

 

Lemma 3. Given 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆, if an attacker 𝒜 

may make a distinction between Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑  and 

Game𝑅𝑒𝑎𝑙′  in advantage 𝜀 , i.e. 𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜 −
Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑𝐴𝑑𝑣𝒜 = 𝜀, there exists an algorithm ℬ who 

can broke assumption 2 with advantage 𝜀. 

Proof. In consideration of 𝑔1, 𝑋1𝑋2, 𝑋3, 𝑌2𝑌3  and 𝑇 , ℬ 

plays the game Game𝑅𝑒𝑎𝑙′  with 𝒜 . 𝒜  may give identity 

vector 𝐼 = (𝐼𝐷1 , 𝐼𝐷2, . . . , 𝐼𝐷𝑗)  and 𝐼∗ = (𝐼𝐷1
∗, 𝐼𝐷2

∗, . . . , 𝐼𝐷𝑗
∗) 

in probability 𝜀 such that for any 𝑘 ≤ 𝑗, 𝐼𝐷𝑘 ≠ 𝐼𝐷𝑘
∗𝑚𝑜𝑑 𝑁. 

ℬ  computes 𝑎 = 𝑔𝑐𝑑( 𝐼𝐷1 − 𝐼𝐷1
∗, 𝑁)  and obtains a 

nontrivial factor 𝑏 =
𝑁

𝑎
 of 𝑁 . Three possibilities are 

considered. 

① 𝑎 =𝑛1 and 𝑏 =𝑛2𝑛3, or vice versa. 

② 𝑎 =𝑛3 and 𝑏 =𝑛1𝑛2, or vice versa. 

③ 𝑎 =𝑛2 and 𝑏 =𝑛1𝑛3, or vice versa. 

Case 1. ℬ can determine that either of 𝑎 and 𝑏 is 𝑛3 by 

testing that either of (𝑌2𝑌3)
𝑎 and (𝑌2𝑌3)

𝑏 is equal to identity. 

It may be assumed that 𝑎 = 𝑛1 and 𝑏 = 𝑛2𝑛3. Afterwards, 

ℬ can determine whether 𝑇  contains some component of 

𝐺𝑛2  by  differentiating whether 𝑒(𝑇𝑎, 𝑋1𝑋2)  is equivalent 

to identity. If it is not, 𝑇  contains the component of 𝐺𝑛2 . 

Otherwise, 𝑇 ∈ 𝐺𝑛1 . 

Case 2. ℬ can determine that either of 𝑎 and 𝑏 is 𝑛3 by 

testing that either of (𝑋1𝑋2)
𝑎  and (𝑋1𝑋2)

𝑏  is equal to 

identity. It may be assumed that 𝑎 = 𝑛3  and 𝑏 = 𝑛1𝑛2 . 

Afterwards, ℬ  can determine whether 𝑇  contains some 

component of 𝐺𝑛2  by judging whether 𝑒(𝑇𝑎 , 𝑋1𝑋2)  is 

equivalent to identity. If it is true, 𝑇 ∈ 𝐺𝑛1 . Otherwise, 𝑇 

contains the component of 𝐺𝑛2.  

If it does not satisfy case 1 or case 2, it satisfies case 3. We 

can judge that either of 𝑎 and 𝑏 is 𝑛2 by judging that either 

of 𝑋3
𝑎  and 𝑋3

𝑏  is the identity element. It may be assumed 

that 𝑎 = 𝑛2  and 𝑏 = 𝑛1𝑛3 . Afterwards, ℬ can determine 

whether 𝑇  contains some component of 𝐺𝑛2  by judging 

whether 𝑇𝑎  is an identity element. If not, 𝑇  contains the 

component of 𝐺𝑛2. Otherwise, 𝑇 ∈ 𝐺𝑛1 . 

Therefore, if algorithm 𝒜  can distinguish 

Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 from Game𝑅𝑒𝑎𝑙′ by advantage 𝜀, algorithm 

ℬ destroys assumption 2 by advantage 𝜀. 

 

Lemma 4. Given 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆, if an attacker 𝒜 

may make a distinction between Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑  and 

Game0  in advantage 𝜀 , i.e. Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑  𝐴𝑑𝑣𝒜 −
𝐺𝑎𝑚𝑒0  𝐴 𝑑𝑣𝒜 = 𝜀 , there exists an algorithm ℬ  who can 

broke assumption 1 with advantage  . 

Proof. In consideration of 𝑔1, 𝑋3 and 𝑇, ℬ plays the game 

Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑  or 𝐺𝑎𝑚𝑒0  with 𝒜 . ℬ  randomly selects 

𝑎, 𝑎1, . . . , 𝑎𝑙 , 𝑏, 𝑥1, . . . , 𝑥𝑛 ∈ 𝑍𝑁  and sets 𝑢1 = 𝑔1
𝑎1 , . . . , 𝑢𝑙 =

𝑔𝑙
𝑎𝑙 , ℎ1 = 𝑔1

𝑏  and 𝑔1
𝑥1 , . . . , 𝑔1

𝑥𝑛 . ℬ  transmits public 

parameter {𝑁, 𝑔1, ℎ1, 𝑢1, . . . , 𝑢𝑙, 𝑒(𝑔1, 𝑔1)
𝛼 , 𝑔1

𝑥1 , . . . , 𝑔1
𝑥𝑛}  to 

𝒜. ℬ keeps the master key 𝑀𝐾 = {𝑎} as a secret. 

When 𝒜 provides an identity vector 𝐼 = (𝐼𝐷1, . . . , 𝐼𝐷𝑗), 

ℬ  randomly generates 𝑟, 𝑦1, . . . , 𝑦𝑛 ∈ 𝑍𝑁  and 

𝑅0,1, . . . , 𝑅0,𝑛, 𝑅3, 𝑅3
′ , 𝑅𝑗+1, . . . , 𝑅𝑙  in

3nG . ℬ  produces the 

private key: 

 

𝐾0⃗⃗ ⃗⃗⃗ = (𝑔1
𝑦1𝑅0,1, 𝑔1

𝑦2𝑅0,2, … , 𝑔1
𝑦𝑛𝑅0,𝑛),  

𝐾1 = 𝑔1
𝑟𝑅3,  

𝐾2  =  𝑔1
𝛼∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 …𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟𝑅3
′ ,    

𝐸𝑗+1 = 𝑢𝑗+1
𝑟 𝑅𝑗+1, . . . , 𝐸𝑙 = 𝑢𝑙

𝑟𝑅𝑙 .   

 

Challenge phrase: The attacker 𝒜 gives two plaintexts 𝑀0, 

𝑀1 and an identity vector 𝐼∗. The constraint is that 𝐼∗ is not 

in ℛ. ℬ randomly chooses 𝛽 ← {0,1} and encrypts 𝑀𝛽 . 

ℬ  sends the ciphertext 𝐶𝑇𝐹 to the attacker.  

ℬ chooses 𝑧1, 𝑧2, . . . 𝑧𝑙 , 𝑡 ∈ 𝑍𝑁 randomly, and computes: 
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𝐶0⃗⃗⃗⃗⃗ = (𝑇𝑥1 , 𝑇𝑥2 , . . . , 𝑇𝑥𝑛)  

𝑅 =   𝑒(𝑔1, 𝑇)
𝛼 ,            

𝐶1 =  𝑇
𝑎1𝑧1+...+𝑎𝑙𝑧𝑙+𝑏 ,   

𝐶2 = 𝑇, 𝐶3,1 = 𝑇𝑎1𝑡 ,  

𝐶3,2=𝑇𝑎2𝑡 , . . . , 𝐶3,𝑙 = 𝑇𝑎𝑙𝑡 ,  

 

Then, ℬ calculates 

 

𝑡1 = 𝑡−1(𝐼𝐷1
∗ − 𝑧1)𝑚𝑜𝑑 𝑁,   

       𝑡2 = 𝑡−1(𝐼𝐷2
∗ − 𝑧2)𝑚𝑜𝑑 𝑁,…,  

𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗
∗ − 𝑧𝑗)𝑚𝑜𝑑 𝑁,  

       𝑡𝑗+1 = −𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁,…,  

𝑡𝑙 = −𝑡−1𝑧𝑙𝑚𝑜𝑑 𝑁,  

𝐶4 =  𝑅 ⊕𝑀𝛽     

𝐶𝑇𝐹 = (𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙, 𝐶4, 𝑡1, . . . , 𝑡𝑙). 
 

Phase 2: This phase and phase 1 are similar. 

If 𝑇 ∈ 𝐺𝑛1 , we suppose that 𝑇 = 𝑔1
𝑠 . The ciphertext 

𝐶𝑇𝐹 = (𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝐶4, 𝑡1, . . . , 𝑡𝑙)  has the 

following form. 

 

𝐶0⃗⃗⃗⃗⃗ = ((𝑔1
𝑥1)𝑠, (𝑔1

𝑥2)𝑠, . . . , (𝑔1
𝑥𝑛)𝑠) 

𝑅 =  𝑒(𝑔1, 𝑔1)
𝛼𝑠, 

𝐶1 = (𝑢1
𝑧1 . . . 𝑢𝑙

𝑧𝑙ℎ1)
𝑠, 

𝐶2  =  𝑔1
𝑠 , 𝐶3,1 = 𝑢1

𝑠𝑡 ,   

𝐶3,𝑙 = 𝑢2
𝑠𝑡 , . . . , 𝐶3,𝑙 = 𝑢𝑙

𝑠𝑡 , 
 

where, 

 

𝑡1 = 𝑡−1(𝐼𝐷1
∗ − 𝑧1)𝑚𝑜𝑑 𝑁,     

𝑡2 = 𝑡−1(𝐼𝐷2
∗ − 𝑧2)𝑚𝑜𝑑 𝑁,…,  

       𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗
∗ − 𝑧𝑗)𝑚𝑜𝑑 𝑁,  

       𝑡𝑗+1 = −𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁,…,  

       𝑡𝑙 = −𝑡−1𝑧𝑙𝑚𝑜𝑑 𝑁,  

  𝐶4= 𝑅 ⊕𝑀𝛽. 

 

Obviously, no the component of 𝐺𝑛2  is in 𝑇. This is a 

normal ciphertext. 𝒜 simulates Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑. 

If 𝑇 ∈ 𝐺𝑛1𝑛2 , we suppose that 𝑇 = 𝑔1
𝑠𝑔2

𝜈. The ciphertext 

𝐶𝑇𝐹 = (𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝐶4, 𝑡1, . . . , 𝑡𝑙)  has the 

following form. 

 

𝐶0⃗⃗⃗⃗⃗̃ = (𝑔1
𝑥1)𝑠(𝑔2

𝜈)𝑥1 , (𝑔1
𝑥2)𝑠(𝑔2

𝜈)𝑥2 , . . . , (𝑔1
𝑥𝑛)𝑠(𝑔2

𝜈)𝑥𝑛  

𝑅 = 𝑒(𝑔1, 𝑔1)
𝛼𝑠, 

𝐶1̃ =  (𝑔1
𝑠𝑔2

𝜈)𝑎1𝑧1+...+𝑎𝑙𝑧𝑙+𝑏 = (𝑢1
𝑧1 . . . 𝑢𝑙

𝑧𝑙ℎ1)
𝑠(𝑔2

𝜈)𝑧𝑐 , 

𝐶2̃ = 𝑔1
𝑠𝑔2

𝜈 , 

𝐶3,1̃ = (𝑔1
𝑠𝑔2

𝜈)𝑎1𝑡 = 𝑢1
𝑠𝑡(𝑔2

𝜈)𝜂1 , 

𝐶3,2̃ = (𝑔1
𝑠𝑔2

𝜈)𝑎2𝑡 = 𝑢2
𝑠𝑡(𝑔2

𝜈)𝜂2 , …,  

𝐶3,�̃� = (𝑔1
𝑠𝑔2

𝜈)𝑎𝑙𝑡 = 𝑢𝑙
𝑠𝑡(𝑔2

𝜈)𝜂𝑙 ,  

𝑡1 = 𝑡−1(𝐼𝐷1 − 𝑧1)𝑚𝑜𝑑 𝑁, 
𝑡2 = 𝑡−1(𝐼𝐷2 − 𝑧2)𝑚𝑜𝑑 𝑁,…,  

𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗 − 𝑧𝑗)𝑚𝑜𝑑 𝑁, 

𝑡𝑗+1 = −𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁,…, 

𝑡𝑙  = −𝑡−1𝑧𝑙𝑚𝑜𝑑 𝑁,  

𝐶4 = 𝑅 ⊕𝑀.  

 

Where 𝑧𝑐 = 𝑎1𝑧1+. . . +𝑎𝑙𝑧𝑙 + 𝑏, 𝜂1 = 𝑎1𝑡, 𝜂2 =
𝑎2𝑡, . . . , 𝜂𝑙 = 𝑎𝑙𝑡 . 𝒜  simulates 𝐺𝑎𝑚𝑒0 . Hence, algorithm 

ℬ destroys assumption 1 by advantage  . 

 

Lemma 5: Given 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆, if an attacker 𝒜 

may make a distinction between Game𝑘−1  and Game𝑘  in 

advantage  , i.e. Game𝑘−1𝐴𝑑𝑣𝒜 − 𝐺𝑎𝑚𝑒𝑘 𝐴𝑑𝑣𝒜 = 𝜀 , 

there exists an algorithm ℬ who can broke assumption 2 

with advantage 𝜀. 

Proof. In consideration of 𝑔1, 𝑋1𝑋2, 𝑋3, 𝑌2𝑌3 and 𝑇, ℬ gets 

𝑎, 𝑎1, . . . , 𝑎𝑙 , 𝑏, 𝑥1, . . . , 𝑥𝑛 ∈ 𝑍𝑁 through a random process and 

sets 𝑢1 = 𝑔1
𝑎1 , . . . , 𝑢𝑙 = 𝑔𝑙

𝑎𝑙 , ℎ1 = 𝑔1
𝑏  and 𝑔1

𝑥1 , . . . , 𝑔1
𝑥𝑛 .  

ℬ  transmits public parameter 

{𝑁, 𝑔1, ℎ1, 𝑢1, . . . , 𝑢𝑙 , 𝑒(𝑔1, 𝑔1)
𝛼 , 𝑔1

𝑥1 , . . . , 𝑔1
𝑥𝑛}  to 𝒜 . ℬ 

keeps the master key 𝑀𝐾 = {𝑎} as a secret. 

When 𝒜 inquiries this private key about the 𝑝𝑡ℎ (𝑝 < 𝑘) 

identity vector 𝐼 = (𝐼𝐷1, . . . , 𝐼𝐷𝑗) , ℬ  randomly generates 

𝑟, 𝑦1, . . . , 𝑦𝑛 ∈ 𝑍𝑁  and 𝑤, 𝜉1, . . . , 𝜉𝑛, 𝜁𝑗+1, . . . , 𝜁𝑙 , 𝑧𝑘 ∈ 𝑍𝑁 . ℬ 

generates a semi-functional private key. 

 

𝐾0⃗⃗ ⃗⃗ ⃗̃ = 𝑔1
𝑦1 . (𝑌2𝑌3)

𝜉1 , 𝑔1
𝑦2 . (𝑌2𝑌3)

𝜉2 , . . . , 𝑔1
𝑦𝑛 . (𝑌2𝑌3)

𝜉𝑛), 

𝐾1̃ = 𝑔1
𝑟(𝑌2𝑌3), 

𝐾2̃ = 𝑔1
𝛼∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 . . . 𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟 . (𝑌2𝑌3)
𝑧𝑘 , 

𝐸𝑗+1̃  = 𝑢𝑗+1
𝑟 . (𝑌2𝑌3)

𝜉𝑗+1 , . . . , 𝐸�̃� = 𝑢𝑙
𝑟 . (𝑌2𝑌3)

𝜉𝑙 . 

 

This is the correctly distributed semi-functional key, 

which implies that 𝑔2
𝑤 = 𝑌2. 

When 𝒜 inquiries this private key about the 𝑝𝑡ℎ (𝑝 > 𝑘)  

identity vector 𝐼 = (𝐼𝐷1, . . . , 𝐼𝐷𝑗) , ℬ  randomly generates 

𝑟, 𝑦1, . . . , 𝑦𝑛 ∈ 𝑍𝑁  and 𝑅0,1, . . . , 𝑅0,𝑛, 𝑅3, 𝑅3
′ , 𝑅𝑗+1, . . . , 𝑅𝑙 in 

𝐺𝑝3. ℬ produces the normal private key. 

 

𝐾0⃗⃗ ⃗⃗⃗ = (𝑔1
𝑦1𝑅0,1, 𝑔1

𝑦2𝑅0,2, . . . , 𝑔1
𝑦𝑛𝑅0,𝑛), 

𝐾1 = 𝑔1
𝑟𝑅3, 

𝐾2 = 𝑔1
𝛼∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 . . . 𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟𝑅3
′ , 

𝐸𝑗+1 = 𝑢𝑗+1
𝑟 𝑅𝑗+1, . . . , 𝐸𝑙 = 𝑢𝑙

𝑟𝑅𝑙 . 

 

When 𝒜 inquiries this private key about the 𝑝𝑡ℎ (𝑝 = 𝑘) 

identity vector 𝐼 = (𝐼𝐷1, . . . , 𝐼𝐷𝑗) , ℬ  randomly generates 

𝑟, 𝑦1, . . . , 𝑦𝑛 ∈ 𝑍𝑁  and 𝑤, 𝜉1, . . . , 𝜉𝑛, 𝜁𝑗+1, . . . , 𝜁𝑙 , 𝑧𝑘 ∈ 𝑍𝑁 . 

Then, ℬ  sets 𝑧𝑘 = 𝑎1𝐼𝐷1+. . . +𝑎𝑗𝐼𝐷𝑗 + 𝑏 . ℬ  produces 

the private key. 

 

𝐾0⃗⃗ ⃗⃗⃗ = (𝑇𝑦1 , . . . , 𝑇𝑦𝑛), 
𝐾1 = 𝑇, 
𝐾2 = 𝑔1

𝛼 ∏ 𝑔1
−𝑥𝑖𝑦𝑖𝑛

𝑖=1 𝑇𝑧𝑘𝑋3
𝑤, 

𝐸𝑗+1 = 𝑇
𝑎𝑗+1𝑋3

𝜉𝑗+1
, . . . , 𝐸𝑙 = 𝑇𝑎𝑙𝑋3

𝜁𝑙. 
 
If 𝑇 ∈ 𝐺𝑛1𝑛3 , this key is normal, where 𝑔1

𝑟  is equivalent 

to the part in 𝑇 . Otherwise, 𝑇 ∈ 𝐺 . This key is semi 

functional. 

Challenge: The attacker 𝒜  gives two plaintexts 𝑀0 , 𝑀1 

and an identity vector 𝐼∗. The constraint is that 𝐼∗ is not in 

ℛ . The challenger ℬ  selects randomly 𝛽 ← {0,1}  and 

encrypts 𝑀𝛽. ℬ calculates the ciphertext 𝐶𝑇𝐹 as follows.  

ℬ  randomly chooses 𝑧1, 𝑧2, . . . 𝑧𝑙 , 𝑡 ∈ 𝑍𝑁 , and produces 

the ciphertext. 
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𝐶0⃗⃗⃗⃗⃗=((𝑋1𝑋2)
𝑥1 , (𝑋1𝑋2)

𝑥2 , . . . , (𝑋1𝑋2)
𝑥𝑛) 

𝑅 =𝑒(𝑔1, 𝑋1𝑋2)
𝛼 , 

𝐶1=(𝑋1𝑋2)
𝑎1𝑧1+...+𝑎𝑙𝑧𝑙+𝑏 , 

𝐶2=𝑋1𝑋2, 𝐶3,1 = (𝑋1𝑋2)
𝑎1𝑡 , 

𝐶3,2=(𝑋1𝑋2)
𝑎2𝑡 , . . . , 𝐶3,𝑙 = (𝑋1𝑋2)

𝑎𝑙𝑡 . 
 

Then, ℬ computes. 

 

𝑡1=𝑡−1(𝐼𝐷1
∗ − 𝑧1)𝑚𝑜𝑑 𝑁, 

𝑡2=𝑡−1(𝐼𝐷2
∗ − 𝑧2)𝑚𝑜𝑑 𝑁,…, 

𝑡𝑗=𝑡
−1(𝐼𝐷𝑗

∗ − 𝑧𝑗)𝑚𝑜𝑑 𝑁, 

𝑡𝑗+1=−𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁, . . ., 

𝑡𝑙=−𝑡
−1𝑧𝑙𝑚𝑜𝑑 𝑁, 

𝐶4= 𝑅 ⊕𝑀𝛽 . 

 

The ciphertext is  

𝐶𝑇𝐹 = (𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙 , 𝐶4, 𝑡1, . . . , 𝑡𝑙). 

The ciphertext implies that 𝑔1
𝑠𝑔2

𝜈 = 𝑋1𝑋2 and 𝑧𝑐 =
𝑎1𝑧1+. . . +𝑎𝑙𝑧𝑙 + 𝑏. 

If 𝑇 ∈ 𝐺𝑛1𝑛3 , ℬ runs Game𝑘−1. Otherwise, 𝑇 ∈ 𝐺. ℬ 

simulates Game𝑘. Hence, algorithm ℬ destroys assumption 

2 by advantage 𝜀. 

 

Lemma 6: Given 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆, if an attacker 𝒜 

may make a distinction between Game𝑞  and Game𝐹𝑖𝑛𝑎𝑙  in 

advantage 𝜀 , i.e. Game𝑞  𝐴𝑑𝑣𝒜 − Game𝐹𝑖𝑛𝑎𝑙  𝐴𝑑𝑣𝒜 = 𝜀 , 

there exists an algorithm ℬ who can broke assumption 3 

with advantage 𝜀. 

Proof. In consideration of 𝑔1, 𝑔1
𝛼𝑋2, 𝑋3, 𝑔1

𝑠𝑌2, 𝑍2 and 𝑇, ℬ 

chooses 𝑎, 𝑎1, . . . , 𝑎𝑙 , 𝑏, 𝑥1, . . . , 𝑥𝑛 ∈ 𝑍𝑁  randomly and 

sets 𝑢1 = 𝑔1
𝑎1 , . . . , 𝑢𝑙 = 𝑔𝑙

𝑎𝑙 ,  𝑒(𝑔1, 𝑔1)
𝛼 = 𝑒(𝑔1

𝛼𝑋2, 𝑔1) , 

ℎ1 = 𝑔1
𝑏   and 𝑔1

𝑥1 , . . . , 𝑔1
𝑥𝑛 . ℬ  transmits public 

parameter {𝑁, 𝑔1, ℎ1, 𝑢1, . . . , 𝑢𝑙 , 𝑒(𝑔1, 𝑔1)
𝛼 , 𝑔1

𝑥1 , . . . , 𝑔1
𝑥𝑛}  to 

𝒜. ℬ keeps the master key 𝑀𝐾 = {𝑎} as secret. 

When 𝒜  inquiries this private key about the identity 

vector 𝐼 = (𝐼𝐷1 , . . . , 𝐼𝐷𝑗) , ℬ  randomly generates 

𝑐, 𝑟, 𝑑, 𝑤, 𝑧, 𝑧𝑗+1, . . . , 𝑧𝑙 , 𝑤𝑗+1, . . . , 𝑤𝑙 , 𝑦1, . . . , 𝑦𝑛 ∈ 𝑍𝑁 . ℬ 

produces the semi-functional private key. 

 

𝐾0⃗⃗ ⃗⃗ ⃗̃ = ((𝑔1
𝛼𝑋2)

𝑦1 , (𝑔1
𝛼𝑋2)

𝑦2 , . . . , (𝑔1
𝛼𝑋2)

𝑦𝑛), 
𝐾1̃ = 𝑔1

𝑟𝑍2
𝑧𝑋3

𝑑 , 

𝐾2̃ = 𝑔1
𝛼𝑋2∏ 𝑔1

−𝑥𝑖𝑦𝑖𝑛
𝑖=1 (𝑢1

𝐼𝐷1 . . . 𝑢
𝑗

𝐼𝐷𝑗
ℎ1)

𝑟 . 𝑋3
𝑤𝑍2

𝑐 , 

𝐸𝑗+1̃  = 𝑢𝑗+1
𝑟 . 𝑍2

𝑧𝑗+1
𝑋3
𝑤𝑗+1

, . . . , 𝐸�̃� = 𝑢𝑙
𝑟 . 𝑍2

𝑧𝑗
𝑋3
𝑤𝑙 . 

 

The attacker 𝒜  gives two plaintexts 𝑀0 , 𝑀1 and an 

identity vector 𝐼∗ = (𝐼𝐷1
∗, . . . , 𝐼𝐷𝑗

∗). The constraint is that 𝐼∗ 

is not in ℛ . The challenger ℬ  gets 𝛽 ← {0,1} 
in a random selection and encrypts 𝑀𝛽 . ℬ  calculates the 

ciphertext 𝐶𝑇𝐹 as follows.  

 

ℬ selects 𝑧1, 𝑧2, . . . 𝑧𝑙 , 𝑡 ∈ 𝑍𝑁 randomly, and calculates: 

𝐶0⃗⃗⃗⃗⃗ = ((𝑔1
𝑠𝑌2)

𝑥1 , (𝑔1
𝑠𝑌2)

𝑥2 , . . . , (𝑔1
𝑠𝑌2)

𝑥𝑛) 
𝑅 = 𝑇, 
𝐶1 = (𝑔1

𝑠𝑌2)
𝑎1𝑧1+...+𝑎𝑙𝑧𝑙+𝑏 , 

𝐶2 = 𝑔1
𝑠𝑌2, 𝐶3,1 = (𝑔1

𝑠𝑌2)
𝑎1𝑡 , 

𝐶3,2 = (𝑔1
𝑠𝑌2)

𝑎2𝑡 , . . . , 𝐶3,𝑙 = (𝑔1
𝑠𝑌2)

𝑎𝑙𝑡 . 
 

Then, ℬ computes: 

 

𝑡1 = 𝑡−1(𝐼𝐷1
∗ − 𝑧1)𝑚𝑜𝑑 𝑁, 

𝑡2 = 𝑡−1(𝐼𝐷2
∗ − 𝑧2)𝑚𝑜𝑑 𝑁,…,  

𝑡𝑗 = 𝑡−1(𝐼𝐷𝑗
∗ − 𝑧𝑗)𝑚𝑜𝑑 𝑁, 

𝑡𝑗+1 = −𝑡−1𝑧𝑗+1𝑚𝑜𝑑 𝑁, . . .,  

𝑡𝑙 = −𝑡−1𝑧𝑙𝑚𝑜𝑑 𝑁, 
𝐶4 = 𝑅 ⊕𝑀𝛽 . 

𝐶𝑇𝐹 = (𝐶0⃗⃗⃗⃗⃗, 𝐶1, 𝐶2, 𝐶3,1, . . . , 𝐶3,𝑙, 𝐶4, 𝑡1, . . . , 𝑡𝑙) 
 

The ciphertext implies that 𝑧𝑐 = 𝑎1𝑧1+. . . +𝑎𝑙𝑧𝑙 + 𝑏.  

Note that 𝑧𝑐  is only related to module 𝑛2  and 𝑢1 =
𝑔1
𝑎1, . . . , 𝑢𝑙 = 𝑔1

𝑎𝑙 , ℎ1 = 𝑔1
𝑏 are only the elements of subgroup 

𝐺𝑛1 . So, when 𝑎, 𝑎1, . . . , 𝑎𝑙 , 𝑏 ∈ 𝑍𝑁  are randomly selected, 

𝑎, 𝑎1, . . . , 𝑎𝑙 , 𝑏 modulo 𝑁 is independent of that module 𝑛2. 

In case 𝑇 = 𝑒(𝑔1, 𝑔1)
𝑎𝑠, the ciphertext is semi-functional 

about the message 𝑀𝛽 . Besides, supposing that 𝑇  is a 

random element in 𝐺∗, the ciphertext is semi-functional about 

a random message. Hence, algorithm ℬ destroys assumption 

3 by advantage 𝜀. 

Theorem 1.  If assumption 1, 2, and 3 are true, our presented 

scheme is resistant to private key leakage. The total leakage 

amount for private key may come to 𝐿𝐾𝑃𝐾 = (𝑛 − 2𝜗 − 1)𝜆, 

where 𝑛 ≥ 2 is an integer and 𝜆 = log 𝑛2.  

Proof. We denote that the advantages which the attackers can 

obtain in assumption 1, assumption 2 and assumption 3 are 

𝜀1, 𝜀2  and 𝜀3  respectively. According to the above six 

lemmas, the difference advantages that attacker 𝒜 wins in 

the above different games are as follows. 

 

𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙 𝐴 𝑑𝑣𝒜=𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜  

𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜 − Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑𝐴𝑑𝑣𝒜  = ε 

Game𝑅 𝑒 𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑𝐴𝑑𝑣𝒜 − 𝐺𝑎𝑚𝑒0 𝐴 𝑑𝑣𝒜  = ε 

Game𝑘−1𝐴𝑑𝑣𝒜 − 𝐺𝑎𝑚𝑒𝑘 𝐴 𝑑𝑣𝒜  = ε 

Game𝑞𝐴𝑑𝑣𝒜 − Game𝐹𝑖𝑛𝑎𝑙𝐴𝑑𝑣𝒜  = ε 

 

So, we get 

𝐺𝑎𝑚𝑒𝑅 𝑒 𝑎𝑙′ 𝐴 𝑑𝑣𝒜 − 𝐺𝑎𝑚𝑒𝐹𝑖𝑛𝑎𝑙 𝐴𝑑𝑣𝒜 ≤ 𝜀2 + 𝜀1 + 𝑞𝜀2 + 𝜀3 

Because 𝑞 is a definite finite number, the advantage obtained 

by any attacker can be ignored. Thus, theorem 1 holds. 

 

7 Continual Leakage Resilience 
 

Theorem 2. The given CLR-HIBOOE can resist continual 

leakage attack. 

Proof. By Updation, the private keys are updated periodically. 

This algorithm has 𝑃𝑃  and 𝑃𝐾𝐼  as input and produces a 

new private key 𝑃𝐾𝐼
̂  for 𝐼. In essence, for KeyUpd, some 

extra random values are added to their original ones in this 

private key. Therefore, a new private key and its old private 

key have the same distribution. 

By running KeyUpd, we get a new private key. Because 

the private keys are updated periodically, the proposed CLR-

HIBOOE scheme resists continual leakage. 

 

8 Leakage Ratio 
 

In CLR-HIBOOE, 𝑛1, 𝑛2, 𝑛3  are all 𝜆 -bits primes. A 

private key has 3(𝑛 + 2 + 𝑙 − 𝑗)𝜆 bits. For a private key, the 

total leakage can reach (𝑛 − 2𝜗 − 1)𝜆. What is more, 𝜗 and 
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𝑛  are positive constants. The relative leakage ratio of the 

private key is 
(𝑛−2𝜗−1)𝜆

3(𝑛+2+𝑙−𝑗)𝜆
=

(𝑛−2𝜗−1)𝜆

3(𝑛+2+𝑙−𝑗)
≈

1

3
. 

 

9 Conclusions 
 

The proposed CLR-HIBOOE resists the continuous 

leakage attack about private key. On account of dual system 

technology the security of our presented scheme is obtained. 

The leakage ratio about private key reaches 1/3. 

The advantages of this scheme mainly embody the three 

aspects. First, it is suitable for lightweight equipment and it 

has high encryption efficiency. Second, our scheme resists the 

continual leakage for private key. Third, our scheme achieves 

fully security for standard model. Therefore, our scheme is 

very suitable for lightweight devices against side channel 

attacks. 
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