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Abstract 
 

With the rapid development of the economy, financial 

institutions pay more and more attention to the importance of 

financial credit risk. The XGBoost algorithm is often used in 

credit scoring. However, it should be noted that XGBoost has 

three disadvantages when dealing with small samples of high-

dimensional imbalance: (1) the model classification results are 

more biased towards the majority class when the XGBoost 

algorithm is used in training imbalanced data, this results in 

reduced model accuracy. (2) XGBoost algorithm is prone to 

overfitting in high-dimensional data because the higher the 

data dimension, the sparser the samples. (3) In small datasets, 

it is prone to form data fragmentation, resulting in reduced 

model accuracy. A Credit Scoring Model Based On Integrated 

Mixed Sampling And Ensemble Feature Selection 

(RBR_XGB) is proposed on the following issues in this paper. 

The model first aims at the model failure and overfitting 

problems of XGBoost in the face of highly imbalanced small 

samples, and uses the improved hybrid sampling algorithm 

combining RUS and BSMOTE1 to balance and expand the 

data set. For feature redundancy problems, the RFECV_XGB 

algorithm is used to filter features for reducing interference 

features. Then, considering the strength of the distinguishing 

ability of different models, the validation set is used to assign 

weights to different models, and the weighted ensemble is 

used to further improve the performance of the model. The 

experimental results show that the classification performance 

of the RBR_XGB algorithm for high-dimensional imbalanced 

small data is higher than that of the traditional XGBoost 

algorithm, and it can be used for commercial use. 

 

Keywords: Credit scoring, XGBoost, Imbalance data, High-

dimensional data 

 

1  Introduction 
 

Credit business is the most important asset business and 

the main profit method of commercial banks and Internet 

finance companies. As it is used for more and more pre-

consumption, the default risk faced by credit businesses also 

increases. The credit risk of the platform resulted in huge 

losses such as fraud or financial loss by the operator, overdue 

repayment by the borrower, and bankruptcy of the P2P 

platform [1]. Therefore, developing accurate credit scoring 

models has become a major focus for financial institutions to 

optimize profits and effectively manage risk exposures [2]. 

Currently, banks rate users through credit ratings and offer 

different services to users with different credit levels. This is 

an important area of research that enables financial institutions 

to develop lending strategies to optimize profits and to inform 

users that some actions may jeopardize credit scores [3]. 

Initially, credit scoring developed a series of rules based on 

the experience of financial experts and evaluated the user’s 

credit rating according to the rules. This empirical credit 

scoring model uses mainly the experience of experts and 

includes a certain degree of subjective will [4]. 

In the early days, the main traditional credit card scoring 

mainly used statistical analysis methods such as Logistic 

Regression [5-7], Linear Discriminant Analysis [8], and 

Markov model [9]. After the continuous development of 

machine learning and artificial intelligence technology, many 

methods of machine learning and artificial intelligence have 

been applied to credit scoring [10-11]. At present, a single 

model can no longer meet the needs. For most data, the 

training results of the ensemble learning method will tend to 

towards the optimal classifier [12]. For example, Boosting and 

Bagging models such as XGBoost [13], CatBoost [14], RF [15] 

are also widely used in credit scoring models. In recent years, 

technologies such as deep neural networks are also gradually 

being applied. However, due to its high computational cost 

and inexplicability, it has not been widely used in the field of 

credit scoring [16]. 

However, a well-known problem with credit scoring is the 

data imbalance [17]. There are far fewer defaulters among 

users than normal customers. When the classifier is learning 

on such highly imbalanced data, it is easy for the classifier to 

favor the majority class. It leads to the failure of many 

classifiers and many studies have no effective results [18]. The 

current methods for data imbalance are mainly aimed at three 

aspects: (1) Balancing the dataset by changing the data 

distribution [19]. (2) Using evaluation indicators such as AUC 

(Area Under Receiver Operating Characteristic Curve) to 

avoid data imbalance which leads to model failure. (3) 

Improving the model performance by optimizing the classifier 

[20]. However, traditional undersampling methods only use 

part of the dataset and lose a lot of information. Only using the 

traditional oversampling method will generate a large number 

of similar samples, which is not very helpful for the training 



1062 Journal of Internet Technology Vol. 23 No. 5, September 2022 

 

 

of the model, and even the sample aliasing will blur the 

boundary of the category, making the model more difficult to 

distinguish. 

On the other hand, the performance of the model is closely 

related to feature selection. Feature screening removes 

redundant features and saves the cost of model training. It also 

further improves the performance of the model. However, 

many studies, especially those of ensemble models [21], 

ignore the feature screening part of ensemble models. 

In this paper, the RBR_XGB algorithm is proposed to 

address the model failure and overfitting problems of 

XGBoost in highly imbalanced small samples. The algorithm 

first balances and expands the dataset through an improved 

hybrid sampling algorithm combining RUS and BSMOTE1. 

Then, for the feature redundancy problem in high-dimensional 

data, the RFECV_XGB algorithm is used to filter features and 

reduce interference features. Finally, considering the 

distinction between different models. The algorithm uses the 

validation set to assign weights to different models, and 

integrates different XGBoost models to further improve the 

performance of the model. The main contributions of this 

paper are listed as follows: 

⚫ First, an integrated mixed sampling of RUS and 

BSMOTE1 is proposed to balance and expand the data 

sets without losing data information. It can deal with the 

problems of model failure and data fragmentation when 

the XGBoost algorithm is used for credit scoring in an 

imbalanced small dataset. 

⚫ Secondly, the RFECV_XGB algorithm is proposed for 

feature screening of high-dimensional data.It solves the 

problem which will consume more time and cost due to 

redundant features and interference features when the 

XGBoost model is used for credit scoring in high-

dimensional data. 

⚫ Third, considering the differences between the models, 

the validation set is used to assign different weights to 

the XGBoost model to further improve the classification 

performance of the algorithm.  

The remainder of the structure is as follows： Section 1 

presents the background theory of credit card default 

prediction. Section 2 introduces the main methods used in this 

paper and the solution proposed in this paper. Section 3 mainly 

contains the experimental design and experimental results of 

this paper. Section 4 contains a summary of the content of this 

paper and proposes directions for further research. 

 

2  Method 
 

2.1 XGBoost 
 

XGBoost (Extreme Gradient Boosting) is an extreme 

gradient boosting algorithm based on Boosting, which 

integrates weak classifiers to form a powerful classifier. The 

basic tree model used is the CART regression tree. 

 

Given a dataset: 

 

𝐷 = {(𝑥1, 𝑦2), (𝑥2, 𝑥2),⋯ , (𝑥3, 𝑦3)}, (1) 

 

for each point there is a 𝑥𝑛 ∈ 𝑅
𝑚, and 𝑦𝑛 ∈ {0,1}，then, the 

model is represented as: 

 

𝑦�̃� = 𝛴𝑚=1
𝑚 𝑓𝑚(𝑥𝑛), 𝑓𝑚 ∈ 𝐹, (2) 

 

where 𝑚  is the number of decision trees, 𝑥𝑛  is the nth 

sample input, it represents the prediction result of the pth tree, 

and F is the set of all decision trees. 

The objective function and loss function are optimized as: 

 

              𝑇𝑡 = 𝛴𝑛=1
𝑘 𝑙𝑜𝑠𝑠 (𝑦 − 𝑦�̃�(𝑡 − 1)𝑛 − 𝑓𝑡(𝑥𝑛)) + 𝛺(𝑓𝑡), 

 

(3) 

 

where 𝑇𝑡 represents the objective function of the t-th iteration, 

𝑙𝑜𝑠𝑠  represents the loss function, 𝑦�̃�(𝑡 − 1)𝑛  is the 

prediction result of the previous iteration,𝑓𝑡(𝑥𝑛) represents 

the newly added item, 𝛺(𝑓𝑡) represents as regular term, the 

formula can be simplified to: 

 

      𝑇𝑡
′ = 𝛴𝑛=1

𝑘 [𝑗𝑛𝑓𝑛(𝑥𝑛) +
1

2
𝑜𝑛 ∫ (𝑥𝑛)

2

𝑡
+ 𝛺(𝑓𝑡)], 

 

(4) 

 

where 𝑗𝑛 is the first derivative, 𝑜𝑛 is the second derivative. 

The optimal value: 

 

             𝑄𝑗
∗ = −

𝑝𝑛

𝑠𝑛+𝜆
 , 

 

 

 

 

(5) 

             𝑇𝑡
′ = −

1

2
𝛴𝑛=1
𝑘

𝑃𝑗
2

𝑠𝑛+𝜆
+ 𝜆𝑇, 

 

(6) 

 

where 𝑄𝑗
∗  represents the optimal solution, and 𝑇𝑡

′  is the 

value of the objective function. 

The XGBoost algorithm has an excellent performance in 

classification. Therefore, the XGBoost algorithm is widely 

used in credit scoring. 

However, it should be noted that XGBoost has three 

disadvantages when dealing with small samples of high-

dimensional imbalance: (1) the model classification results are 

more biased towards the majority class when the XGBoost 

algorithm is used in training imbalanced data, this results in a 

decrease of model accuracy. (2) XGBoost algorithm is prone 

to overfitting in high-dimensional data because the samples 

become more and more sparse as the data dimension increases 

(3) XGBoost is easy to form data fragmentation when it is used 

in small data sets because XGBoost uses the divide and 

conquer idea based on Cart decision tree to divide a problem 

into many problems. In the case of a few minority class 

samples, the divided subspace contains little information, and 

some cross-space features cannot be mined.  

 

2.2 RBR_XGB 
 

 

Figure 1. RBR_XGB  

 

RBR_XGB is proposed to solve the problems of 

imbalanced data distribution, dimensionality disaster, and 

small datasets. The model proposed for this study is shown in 

Figure 1: First, an integrated mixed sampling based on 
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improved RUS and B_SMOTE1 is used to balance and expand 

the high-dimensional imbalanced dataset to form n expanded 

balanced datasets. Then, the RFECV algorithm is used to 

reduce the dimensionality of the balanced datasets 

respectively. After that, the effective subsets with reduced 

dimensionality are put into the training of the XGBoost model, 

and finally, the n XGBoost models are weighted and 

aggregated by the method of bagging to further improve the 

classification ability of the algorithm. 

 

2.3 An Integrated Mixed Sampling Based on 

RUS and B_SMOTE1 
 

It is a practical method to use RUS (RandomUnder-

Sampling) to balance the data samples. However, just 

randomly undersampling the dataset loses a lot of information, 

resulting in reduced model accuracy. On the other hand, after 

undersampling, the number of samples in the sub-data set 

formed by merging the majority class samples and the 

minority class samples will be too small, which may easily 

lead to overfitting. In this study, the method in Easyensemble 

[22] was introduced to improve the RUS algorithm, and the 

BSMOTE1 (Borderline-SOMTE1) [23] method was used to 

expand the data set, and an integrated mixed sampling based 

on improved RUS and BSMOTE1 was proposed to solve the 

above problems. 

 

 

Figure 2. An integrated mixed sampling based on RUS and 

B_SMOTE1 

 

As is shown in Figure 2, the specific steps based on 

improving the mixed sampling of RUS and BSMOTE1 are 

listed as follows: 

(1) Calculate the sampling number of majority class and 

minority class samples, where M annumberse the number of 

majority class and minority class samples in the sample set 𝐷, 

𝑄 is the desired number of balanced subdataset samples, the 

number of random sampling without replacement is as follows: 

 

                                 𝑃𝑖 =
𝑄

2
 . 

 

 

(7) 

 

The radio of majority class samples and minority class 

samples after RUS random sampling without replacement is 

as follows: 

 

𝛽 =
𝑃𝑖

𝑁
 . 

 

 

(8) 

 

Adjusting the value of β can adjust the size of the balanced 

data subset, which can well solve the problem of too small data 

volume after sampling. 

RUS undersampling times can be expressed as: 

 

𝑛 =
𝑀

𝛽∗𝑁
 .  

 

 

(9) 

(2) Using RUS to extract n data subsets 𝑀𝑛𝑒𝑤_𝑖 from D 

without replacement, and then form n imbalanced data subsets 

𝐷𝑛𝑒𝑤_𝑖 with minority class samples N respectively. 

(3) Perform BSOMTE1 interpolation on  𝐷𝑛𝑒𝑤_𝑖  to 

generate artificial samples to form balanced dataset 𝐷𝑖.  

 

2.4 REFCV_XGB 
 

In the existing feature selection methods, the RFECV 

algorithm (Recursive Feature Elimination Cross Validation) 

filters features according to their feature importance in the 

model, removes one or more features with the least feature 

importance in each iteration, and uses cross validation method 

to compute feature subset scores. After multiple iterations, the 

feature subset with the highest score is selected, which is a 

simple and effective wrapping feature selection algorithm. As 

such, RFECV is widely used in feature screening. 

Since the XGBoost algorithm can use hyperparameters to 

randomly select features when building a decision tree to 

avoid overfitting, it will eventually lead to too many redundant 

features being selected, which will reduce the accuracy of a 

single decision tree. Therefore, feature reduction is performed 

by combining the RFECV algorithm with XGBoost 

(RFECV_XGB). 

 

 

Figure 3. RFECV_XGB 

 

As is shown in Figure 3, the content of RFECV_XGB is 

as follows: 

a) Initialization: 

Training sample matrix as: 

 

𝑋 = [𝑥1, 𝑥2…𝑥𝑛]. 
 

 

 

(10) 

 

Category label as: 

 

Y= [𝑦1, 𝑦2].  

 
(11) 

 

Initial feature set as: 

 

𝑆 = [𝑓1, 𝑓2…𝑓𝑛].  

 

 

 

(12) 

 

Feature sorted collection:𝑅 = []; 
b) Looping for feature elimination until 𝑆 = [ ]; 
(a) Extracting the current sample set:  
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                               𝑋0 = 𝑋(: , 𝑆).  

 
(13) 

 

(b) Training the classifier: 

 

𝛼 = 𝑋𝐺𝐵(𝑋0, 𝑌, 𝜆), 
 

(14) 

 

where λ is the number of RFECV cross-checks; 

(c) Calculating the cross-check score: 

 

                             𝑆𝑐𝑜𝑟𝑒 =
1

𝜆
∑ 𝑎𝑢𝑐𝑖
𝜆
𝑖 . 

 

 

(15) 

 

(d) Calculate the feature importance and get the feature or 

feature set with the smallest ranking coefficient 𝑠(𝑓); 
(e) Update feature sorted set: 

 

                              𝑅 = [𝑠(𝑓), 𝑅], 
 

(16) 

 

where 𝑠(𝑓)is the feature or feature set to be deleted in this 

iteration; 

(f) Remove 𝑠(𝑓) in S: 

 

                              𝑆 = 𝑆/𝑠(𝑓). 
 

(17) 

 

(g) Output the subset of features with the largest score 

𝑠_𝑚𝑎𝑥(𝑓). 
 

2.5 Weighted Ensemble XGBoost  
 

The n XGBoost models are obtained from the subset of 

data filtered by the RFECV_XGB feature after training with 

the XGBoost classifier. To consider the difference in 

classification performance between different XGBoost 

models, the validation set is used to judge the classification 

accuracy of the decision tree and assign different weights to 

different XGBoost models. This enhances the weight of 

models with excellent classification performance and reduces 

the proportion of models with poor classification performance, 

which greatly improves the accuracy of ensemble models. 

The steps of Weighted Ensemble XGBoost is as follows: 

(1) In the balanced data subset, 10% of the data is used as 

the validation set, and 90% of the data is used as the training 

set. 

(2) The training set is put into the XGBoost classifier for 

training. 

(3) Using the validation set to get the AUC value of the 

model. 

(4) Calculating the weight of different XGBoost, models 

the calculation formula as: 

 

𝑊𝑖 =
𝑎𝑢𝑐𝑖

∑ 𝑎𝑢𝑐𝑘
𝑛
𝑘=1

 .  

 

(18) 

 

(5) The final weighted output as: 

 

𝑃 = ∑ 𝑊𝑖𝑃𝑖
𝑛
𝑖=1 ,  

 
(19) 

 

where 𝑃 is the output probability of the xgboost ensemble 

model, and 𝑃𝑖 is the output probability of the xgboost sub-

model. 

 

3  Experiments 
 

3.1 Data 
 

The data in this article comes from a well-known domestic 

financial institution, with a total of 16,592 pieces of data, 

including 1,393 features including one label. A label of 0 

represents a normal user, and a label of 1 represents a default 

user. The number of positive samples is 16281, and the 

number of negative samples is 311. The positive and negative 

sample distribution is as follows Figure 4: 
 

  
Figure 4. Positive and negative sample distribution 

 

The ratio of positive and negative samples is 52:1, this 

means the dataset is an obvious high-dimensional imbalanced 

small data set. 

 

3.2 Data Preprocessing 
 

The dataset has a total of 16592 samples, including 1393 

features. Data preprocessing consists of the following 5 parts: 

First, features with a high missing rate were screened, and 

803 features with a missing rate greater than 60% were 

removed. 

Second, the missing values in data are filled with 0. 

Third, mapping the category features that contain 

quantitative relationships, such as A:1, B:2, C:3, and 

performing mean encoding on the remaining category features 

that do not contain obvious quantitative relationships. 

Fourth, according to the Pearson correlation coefficient, 

389 features with feature correlations greater than 0.975 in the 

continuous variables are removed, and the remaining 200 

features. 

Fifth, normalize the remaining features and constrain their 

range to be between 0 and 1 to prevent some features from 

exceeding other features and affecting the training of the 

model. 

 

3.3 Evaluation Indicators 
 

The credit score data is a typical binary classification 

problem, so evaluation indicators such as Recall, AUC, and 

KS (Kolmogorov-Smirnov) are used for evaluation in this 

paper. 

 

3.3.1 Recall 

 

Recall represents the proportion of positive samples in the 

sample that are correctly predicted by the model. The higher 

the recall rate, the more positive samples the model can find, 
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but more negative samples may be misjudged as positive 

samples. Hence, Recall can be expressed as: 

 

                             𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 , 

 

 

(20) 

 

where TP (True Positive) and FN (False Negative) are come 

from Confusion Matrix. Confusion Matrix is an essential tool 

for visualising the prediction outcome. The Confusion Matrix 

are shown in Table 1: 

 

Table 1. Confusion matrix 

 Predicted Positive Predicted Negative 

Positive TP FN 

Negative FP TN 

 

Where TP is the number of positive samples who are 

identified as positive samples by model. TN is the number of 

positive samples who are identified as negative samples by 

model. FN is the number of negative samples who are 

identified as positive samples by model and FP is the number 

of negative samples who are identified as negative samples by 

model. 

 

3.3.2 AUC 

 

AUC is the area under the ROC (Receiver Operating 

Characteristic) curve, where the abscissa of the ROC curve is 

FPR (False Positive Rate), and the ordinate is TPR (True 

Positive Rate). 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ,   

 

 

(21) 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝐹𝑁
 . 

 
(22) 

 

The AUC value ranges from 0 to 1, and the larger the value, 

the better the classifier performance. AUC can be used to 

judge the prediction situation of the classifier for imbalanced 

data, and avoid the situation that the classifier tends to the 

majority class and the model evaluation index fails. 

 

3.3.3 KS (Kolmogorov-Smirnov) 

 

KS (Kolmogorov-Smirnov) statistic is usually used to 

measure the performance of the risk control model in the 

actual financial risk control business. The larger the value of 

KS, the greater the ability of the model to distinguish between 

positive and negative samples. The statistic of the KS value is 

expressed as follows: 

 

           𝐾𝑆 = 𝑀𝑎𝑥|𝑇𝑃𝑅(𝑡ℎ) − 𝐹𝑃𝑅(𝑡ℎ)|, 
 

(23) 

 

where 𝑡ℎ is the threshold used to distinguish positive and 

negative samples. It can be seen from the above formula that 

the KS value represents the maximum difference between 

TPR and FPR when different thresholds are used to 

distinguish positive and negative samples. It means that the 

model can find more positive samples with less misjudgment 

cost when the current threshold is selected as the 

distinguishing point. 

 

3.4 Experimental Design 
 

In the experiment, β which is the ratio of the majority class 

to the minority class sample is set to 1.5, and the number of 

the balanced dataset is set to 34. The parameters of the 

XGBoost model after Bayesian optimization are shown in the 

following Table 2. 

 

Table 2. XGBoost hyperparameters 

Parameters Value 

Learning rate 0.1 

colsample_btree 0.72 

gamma 0.92 

max_depth 3 

min_child_weight 3.65 

n_estimators 57 

reg_alpha 0.0 

reg_lambda 0.87 

subsample 0.84 

 

In order to verify the performance of the RBR_XGB 

algorithm proposed in this paper. RBR_XGB, RB_XGB 

which combine the integrated mixed sampling based on RUS 

and B_SMOTE1with XGBoost, RFECV_XGB, and XGBoost 

are used to classify the data set, and compare their respective 

recall rates, AUC, and KS values to verify the model 

classification performance. 

 

3.5 Experimental Results 
 

Since financial institutions are more sensitive to defaulting 

users, the model pays more attention to finding more potential 

defaulting users. Therefore, Recall, AUC, and KS values are 

used as evaluation indicators. The experiments compare the 

evaluation indicators of the above four algorithms. The final 

experimental results are shown in Table 3: 

 

Table 3. Evaluation indicators 

Algorithm AUC Recall KS 

XGB 0.73729 0.701863 0.403726 

RFECV_XGB 0.86247 0.767684 0.535367 

RB_XGB 0.867496 0.770401 0.540802 

RBR_XGB 0.882975 0.805706 0.611411 

 

The line charts drawn by various indicators of the four 

algorithms and the ROC Curve are shown in Figure 5 and 

Figure 6 respectively: 

 

  

Figure 5. Evaluation metrics 
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Figure 6. ROC curves 

 

In Figure 5, we find that after the sample is processed by 

integrated mixed sampling, the prediction of the model has 

been greatly improved. The AUC value has been increased 

from 0.73729 to 0.86247, Recall has been increased from 

0.701863 to 0.767684, and the KS value has changed from 

0.403726 to 0.535367.  

As well, the AUC value, Recall, and KS value of the model 

also has been greatly improved after the sample is processed 

by RFE feature screening. The AUC value has been increased 

from 0.73729 to 0.867496, Recall has been increased from 

0.701863 to 0.770401, and the KS value has changed from 

0.403726 to 0.540802. It can be seen that data balance and 

expansion of high-dimensional imbalanced data and feature 

screening can improve model performance. 

RBR_XGB is higher than RB_XGB and RFECV_XGB 

algorithms on all evaluation indicators. The AUC are 

improved by 1.5% and 2.7% respectively. Recall are improved 

by 3.8% and 3.5%. Especially, the algorithm has the best 

effect on improving the KS value. Compared with the other 

two algorithms, it is increased by 7.1% and 7.6% respectively. 

The results indicate that the combination of the two methods 

can further improve the performance of the model compared 

to only balancing and expanding imbalanced data, or only 

filtering feature data. 

Combining with Figure 6, it can also be seen that most of 

the ROC curves of the RBR_XGB algorithm are located at the 

upper left of other curves, and it means that its classification 

effect is higher than other algorithms. 

In order to verify the feature screening effect of the method 

used in this experiment, we also compare the number of 

features of four algorithms. The number of features of the four 

algorithms as shown in Table 4:  

 

Table 4. Characteristics of the number 

Algorithm Numbers 

XGB 200 

RFECV_XGB 43 

RB_XGB 200 

RBR_XGB 46 (avg) 

 

Where the number of features of the RBR_XGB algorithm 

is the average of the RFECV screening results. 

As is shown in Table 4, The RB_XGB algorithm can 

balance and expand the data set to a certain extent, but it does 

not filter the number of features in the data set and cannot 

achieve the purpose of feature reduction. The RFECV_XGB 

and RBR_XGB algorithms can both remove redundant 

features in the dataset to a certain extent. 

In order to analyzes the model feasibility of the 

RBR_XGB algorithm, the model evaluation table is shown as 

follows Table 5: 

 

Table 5. Model evaluation 

Threshold Cumsum_ 

good 

Cumsum_ 

bad 

KS 

0.00 0.00% 0.00% 0.000 

0.05 4.22% 48.35% 0.441 

0.10 9.13% 58.24% 0.491 

0.15 14.02% 69.23% 0.552 

0.20 19.03% 73.63% 0.546 

0.25 23.96% 82.42% 0.585 

0.29 27.87% 89.01% 0.611 

0.30 28.93% 89.01% 0.601 

0.35 34.01% 89.01% 0.550 

0.40 39.06% 91.21% 0.521 

0.45 44.10% 94.51% 0.504 

0.50 49.17% 95.60% 0.464 

0.55 54.23% 97.80% 0.436 

0.60 59.30% 98.90% 0.396 

0.65 64.37% 100.00% 0.356 

0.70 69.45% 100.00% 0.306 

0.75 74.54% 100.00% 0.255 

0.80 79.64% 100.00% 0.204 

0.85 84.74% 100.00% 0.153 

0.90 89.83% 100.00% 0.102 

0.95 94.93% 100.00% 0.051 

1.00 100.00% 100.00% 0.000 

 

Where 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is the threshold for judging default 

users and normal users, 𝐶𝑢𝑚𝑠𝑢𝑚_𝑔𝑜𝑜𝑑  is the cumulative 

normal user ratio, 𝐶𝑢𝑚𝑠𝑢𝑚_𝑏𝑎𝑑   is the cumulative default 

user ratio, and 𝐾𝑆 is the KS value when divided by this 

threshold. The bolded line in the figure is the row with the 

highest KS. 

As can be seen from Table 5, when users are segmented 

with a threshold of 0.29, the model can capture 89.01% of 

default users, and the users who are wrongly divided account 

for only 27.87% of all normal users. The model can find most 

default users with less misjudgment cost. It can be shown that 

the RFR_XGB model can be used in actual business. 

In summary, the improved algorithm is much higher than 

the original XGBoost model. Compared with the 

RFECV_XGB algorithm and the RB_XGB algorithm, the 

RBR_XGB algorithm improves the overall classification 

effect in terms of feature reduction and data balance and 

expansion and can be used in actual business. 

 

4  Conclusion 
 

Based on the characteristics of the finance credit business 

data, the RBR_XGB algorithm is proposed to solve the 

problem of low model accuracy when the XGBoost algorithm 

is used to classify and predict high-dimensional imbalanced 

small samples in this paper. First, the integrated mixed 

sampling based on RUS and B_SMOTE1 is used to balance 
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and expand the data set to solve the model failure and 

overfitting problems of XGBoost in the face of highly 

imbalanced small samples; second, the RFECV_XGB 

algorithm is used to filter features to reduce interference and 

solve the problem of feature redundancy in high-dimensional 

data; finally, considering the strength of the distinguishing 

ability of different models, the validation set is used to give 

weights to the models, and weighted integration can further 

improve the performance of the model. Compared with the 

original xgboost algorithm, RBR_XGB algorithm has 

improved in AUC, KS and recall, especially in KS, which is 

improved by 0.2. The model also can capture 89.01% of 

default users, and the users who are wrongly divided account 

for only 27.87% of all normal users when users are segmented 

with a threshold of 0.29. The results show that the prediction 

performance of the RBR_XGB algorithm in dealing with 

high-dimensional imbalanced small samples and can be used 

in business. However, since the RBR_XGB algorithm uses the 

RFECV algorithm when filtering data, it takes a long time to 

filter features in high dimensions. In the next step, the filter 

method can be used to perform feature screening without 

affecting the feature screening to reduce the time cost of the 

model. 
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