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Abstract 
 

Gummy candies are one of the products of the food 

industry. It has invested more resources in all aspects of the 

food production chain to improve production processes. The 

defective candies cause the unevenness of the product that will 

cause the appearance, taste and flavor poor. That will lead to 

economic losses for the company. Most traditional candy 

companies set up product inspection personnel to eliminate 

defective product.  In this paper, an intelligent defect 

detection system for gummy candy industry under edge 

computing environment is proposed. It can replace manual 

visual inspection, even shorten the processing time to reduce 

production costs, thereby improving product quality, the 

efficiency of the production line, and the number of 

inspections. The system includes: (1) The intelligent defect 

detection system by deep learning algorithms. (2) The edge 

computing architecture with AIoT. The proposed system 

adopted the YOLO deep learning algorithm. The results show 

that the Precision is 93%, Recall is 87% and the F1 Score is 

90. It has certain empirical reference significance for the 

intelligent defect detection system of candies products. By 

adopting deep learning algorithm in the detection system, it 

can reduce the inspection man-power needs and long-term 

data collection. 

 

Keywords: Defect detection, Deep learning, Artificial 
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1  Introduction 
 

With the progress of science and technology, people pay 

more and more attention to food safety. The food industry has 

also invested more resources in all aspects of the food 

production chain to improve production processes [1-2]. 

Gummy candy is one of the products of the food industry. The 

problem in the production process of gummy candies is the 

unevenness of the product that will cause the appearance, taste 

and flavor poor [3-4]. These factors caused economic losses 

for the company. So far, most of the candy companies set up 

product inspection personnel to eliminate defective product. 

The inspector is allowed to visually identify and manually 

remove the defective hard candy on the conveyor belt [5]. 

Therefore, the inspection of products in the traditional food 

industry is quite a waste of human resources. However, 

eliminating defective products is a very important part of the 

food industry. The defective products will lead to poor sales 

of goods and reduce production. The inspectors may be also 

affected by some factors when visually inspecting food, such 

as fatigue, drowsiness, or noise, etc. Presently, food industry 

has developed numerous applications using computer vision 

to automatic defect inspection. Extracting a lot of external 

properties, such as the texture, shape, color, and wavelet 

features from digital images were used to train the classifiers. 

For example, the random forest method was been used to find 

the imperfect apples [6]. A multi-hybrid identification method 

was proposed to identify and remove various foreign in the 

tobacco packs [7]. The support vector machines were also 

used in several research to perceive flawed vegetables. In the 

torrent of the AI digital era, all industries face challenges in 

the development and application of AI [8-9]. Many industries 

still need a lot of manpower to invest in production lines, 

process standardization, quality inspections rely on manpower, 

and the promotion of traditional marketing methods [10-11]. 

The artificial intelligence internet of thing, (AIoT) can help 

companies to optimize the efficiency of internal management 

and production processes. It not only raises the quality and 

speed of business decision-making but also improves the 

production capacity in the factory. The concept of edge 

computing is practice of capturing, storing, processing and 

analyzing data near the client, not easily affected by the quality 

of the network, and is more suitable for time-sensitive 

applications, making edge computing more suitable for 

industrial production applications. 

According to the above reasons, this paper proposed an 

intelligent defective detection system for gummy candy 

factory under edge computing environment. This paper 

constructs an AIoT intelligent defect detection system for a 

gummy candy industrial which integrated the IoT device into 

the edge controller. It directly performed product inspection 

and control the machine in the factory. The system also uses 

deep learning algorithms (YOLO) to implement an automated 

inspection subsystem which can effectively identify the 

defects of the gummy candies. In additional, the proposed 

system enables operators to use mobile phones to take the 

candy’s picture to collect training images at the near end. The 

system continuously learns various product defect categories 

through automated processes, and continuously optimizes the 

AI model to accurately identify various defects. It also allows 

managers to monitor by the monitoring APP in real time, 
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including product management, sampling, real-time 

production monitoring and related producing statistical reports. 

The enterprises can improve the production quality of gummy 

candies to increase revenue through the proposed AIoT 

intelligent defect detection system. 

 

2  Related Works 
 

The work in this article can be divided into two parts: (1) 

To research implementing deep learning algorithms into 

gummy candy defect detection. The proposed system used 

YOLO as our deep learning algorithm. By applying an 

automatic selecting system, we pick up defective products 

quickly. (2) To build gummy candy defect detection 

equipment with AIoT components. The equipment can be 

further use in the industry. Deep learning was a branch of 

machine learning. Many research and development concepts 

have shown the perspective of machine learning to facilitate 

the acceleration of the development of deep learning 

applications [12-13]. Machine learning process can be divided 

into data preprocessing and feature extraction, model training, 

prediction, and evaluation [14-15].  

These steps were the process cycles of machine learning 

application development. The results of the performance were 

used to evaluate and extract more useful features, to modify 

the parameters of the model, and to produce a better model 

step by step. In the research and development of machine 

learning, it was necessary to connect the various steps for the 

speed-up each cycle and further reduce the development time. 

Although deep learning can automatically extract features, the 

pre-processing of data was still an inevitable important task. It 

was used batch processing for a large amount of data, rich 

library support, easy to learn and develop, and big data 

analysis platforms to improve data processing efficiency. 

Deep learning has been developed many reliable algorithms 

[16]. Among them, the most famous algorithm used in image 

recognition was YOLO [17]. YOLO (You Only Look Once: 

Unified, Real-Time Object Detection) was a neural network-

based target detection system. YOLO was a convolutional 

neural network that can predict multiple Box positions and 

categories at once [18]. It can achieve end-to-end target 

detection and recognition. Its biggest advantage is speed. The 

essence of target detection was regression. Therefore, a CNN 

that implements the regression function does not require a 

complicated design process. YOLO did not choose a sliding 

window or extracting proposals to train the network. It directly 

selects the whole image to train the model.  

AIoT (Artificial Intelligence of Things) is a technology 

which combines AI with IoT to establish intelligent system. 

IoT is familiar to our neural system, and AI is familiar to our 

brain. IoT passes information to AI to deal with it. Compared 

to IoT, AIoT adds analysis and control functions instead of 

only data collection, storage, and process. IoT consists of 

interconnected things with sensors inside and can collect or 

generate a vast amount of data. When it integrates into a large-

scale system with various applications, the collected data 

could be enormous. Without AI, those data would have limited 

value. AI could utilize and analyze data to solve a problem or 

make a decision. This will multiply the value of the data. 

The milestone of detection framework present in object 

detection since deep learning entered the field can be 

organized into two main categories [18]: 

(1) Two-stage detectors divide the detection into two stages, 

first use a Region Proposal Network (RPN)to generate 

regions of interests and send the region proposals down 

the pipeline to do object classification and bounding-box 

regression. The representative detectors including region 

proposal-based framework are R-CNN [19], Fast R-CNN 

[20], Mask R-CNN [21], SPPNet [22], etc. 

(2) One-stage detectors treat object detection as a simple 

regression problem. They don’t require the region 

proposal stage, directly generate the class probability 

values and position coordinates of the objects. The 

representative regression-based one-stage detectors are 

SSD (Single Shot MultiBox Detector) [23], YOLO. 

 

3  The Proposed Approach 
 

In the traditional industry, the unneccesary human 

resources consumption and the elimination of non-performing 

products would recuced the production capacity. This paper 

constructs an edge comptuting environment and intelligent 

defect detection system for a gummy candy. This research can 

assist manufacturers at multiple levels and can figure out a 

more innovative direction of research through the process. It 

can replace manual visual inspection, even shorten the 

processing time to reduce production costs, thereby improving 

product quality, the efficiency of the production line, and the 

number of inspections. The Figure 1 shows the proposed 

system architecture. There are two parts in this system. (1) The 

intelligent defect detection system by deep learning 

algorithms. (2) The proposed edge computing architecture 

with AIoT. 

 

3.1 The Intelligent Defect Detection System 
 

The detection of gummy candy defects is essential in the 

speed and quality control. The You Only Look Once (YOLO) 

method is one of the deep learning algorithms and its detection 

speed reaches 45 pieces per second. The speed advantage 

makes it an end-to-end leader. Therefore, the system use 

YOLO deep learning algorithm. By applying an automatic 

selecting system, the system could pick up defective products 

quickly. The gummy candy detection system is shown in 

Figure 2. 

In the gummy candy inspection process, the candy is put 

on a box-type conveying device, and a camera device is set up 

with the WIFI interface to take real-time images of the candy 

in each product line. After the candy real-time image is 

recognized by the intelligent candy defect detection system 

based on deep learning. It is controlled to blow off the 

defective candies by an auto blowgun. 

 

3.1.1 Data Collection  

 

By applying IoT devices onto the gummy candy 

production line, we collected data like humidity and 

temperature then send it to the database to build a training 

dataset. For gummy candy defects, we attached a camera to it 

and took pictures manually. We collected 5000 pictures of 

defect candies in Figure 4 for our training dataset and used 

data augmentation to generate around 20000 images. 
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3.1.2 YOLOv3 Network Algorithm 

 

1. YOLOv3 [24] can be generally divided into two parts: 

feature extraction layer and processing output layer. 

2. It used Darknet-53 as backbone, which incorporates 

YOLOv2, Darknet-19 [25] and ResNet (Residual 

Network) [26] like networks. YOLOv3 model can be 

divided into 106 layers, 75 of them are convolution 

layers, 23 layers are shortcut layers, 4 are route layers, 

3 are yolo layers, rest of the layers are upsampling layers.  

3. The system removed maxpooling and fully connected 

layers, applied 1x1 and 3x3 convolution layers with 

some shortcut connections. 1x1 convolution layer is for 

compressing feature representation after 3x3 

convolution layer and 3x3 is used to reduce the height 

and width. Shortcut layer is a ResNet-like network for 

solving vanishing gradient problem.  

4. Aspired by Feature Pyramid Network (FPN) [27], the 

system used multi-scale fusion prediction to detect large, 

medium and small objects at three different scales. 

5. YOLOv3 makes predictions at three scales, given by 

downsampling the dimensions of the image by a stride 

of 32, 16, 8. When we input a 416x416 image, we will 

get 13x13 (416/32), 26x26 (416/16), 52x52 (416/8) 

three different feature maps. 

6. We used multiple independent logistic regression 

classifier and binary cross-entropy as loss function. The 

overall process is shown in Figure 5. 

7. Data collection and pre-processing can be divided into 

three parts: (1) Data collection: we used CCD camera to 

acquire images as Figure 3. (2) Label images: Using 

label program to label all of the defect candy images 

before training. (3) Training test split: we split 80% of 

data into training data, put rest of them into test data. 

After training, we tested the proposed model.  

 

 

 

Figure 1. The proposed system architecture 

 

 

 

 

 

 

Figure 2. The defect detection system 

 

 

Figure 3. The detection CCD camera 
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Figure 4. Defect images 

 

 
Figure 5. YOLOv3 processing method 

 

 

3.2 The Proposed Edge Computing Architecture 

with AIoT 
 

This paper integrated the AIoT into edge controller and 

developed it in the gummy candy factory as shown in the 

Figure 6. The proposed system can directly carry out product 

inspection and control the machine in the factory. The 

software architecture of the edge controller is shown in the 

figure: It includes a hardware control module, an image 

detection module, an image processing module, a process 

control module, and a real-time monitoring module. Users can 

conveniently control this system through the monitoring APP 

developed by this system. 

The monitoring APP designed in this paper has the 

following functions: User authentication, Edge controller 

viewing, Product management and sampling (classification 

file creation and pattern sampling upload), Real-time 

automatic defect image identification and monitoring, and 

Detection statistical reports. The monitoring APP is shown as 

Figure 6. 

The monitoring APP includes the following features 

1. User authentication: In this study, the system used the 

commonly and convenient authentication mechanism 

which is password authentication. It established the 

employees’ account names and passwords in the 

proposed system according their access control 

privilege. The use can log into the system with their 

account number and passwords. 

2. Product management and sampling: The monitoring 

APP allows the user to take the gummy images on the 

production line and upload to the proposed intelligent 

defect detection system immediately. The images can 

be used as training test and improve the effecting of the 

system in time. 

 

 

Figure 6. The monitoring APP 

 

4  Experiment Results 
 

4.1 The Experiment Hardware 
 

The hardware of the experimental system used Ubuntu 

20.04 operating system, equipped with CPU Intel i7-10875H 

Processor 2.3 GHz, GPU NVIDIA RTX 2080 super and 64 

GB running memory, installed CUDA 10.2 and CUDNN 8.0.5 

to speed up the GPU computing. However, the detection effect 

might not be satisfactory due to that the images collected from 
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a general camera. The requirement of image quality in the 

defect detection system is greatly high. A series of issues such 

as resolution, frame rate, transmission speed, and economic 

cost should be taken into consideration in the selection of the 

camera used in this experimental platform. While selecting the 

camera used in this study, it should take into consideration 

about the frame rate, transmission speed, and economic cost. 

A charge coupled device camera has higher resolution and 

much less noise than a complementary metal oxide 

semiconductor cameras of the same size. Therefore, we 

chooses BASLER series CCD industrial cameras such as 

ACA2000 in this study. 

 

4.2 Dataset 

There are three types of defects: Hole, Abnormal color, 

Connection and Leakage. Those are shown in Table 1.  

In this paper, the gummy candy defect detection system 

adapted the YOLOv3 to detect the four different kinds of 

defects. There are 5000 images in total that defect each type 

has 1250 images in average. For strengthening the training 

model effect, this study performs data enhancement operations 

on the dataset to horizontally and vertically flip. It also adjusts 

the saturation and contrast of the images in all the images. 

Finally, a new dataset is formed, a total of 20000 images which 

80% is for training and others for testing. The proposed system 

marked the defects on the images. It marked the coordinates 

of the defect’s location and the categories of the defects. The 

effect of the labeling results is shown in Figure 7. 

 

 

Table 1. Defect candies 

 
Hole 

 
Leakage 

 
Abnormal color 

 
Connection 

 

 
Figure 7. The defect detection result 

 

 

4.3 Performance Evaluation 
 

YOLOv3 uses multiple independent logistic regression 

classifiers, which can perform multi-class prediction on 

multiple labels. It uses binary cross entropy as the loss 

function and maintain good accuracy. The metrics can be 

dereived from the confusion matrix such as Precision, Recall 

and F1 score.  

 

 

⚫ Precision: It is the proportion of correct positive 

predictions and the ability of a classifier to identify only 

relevant objects.  

⚫ Recall: It measures the ability of a classifier. This metric 

is the proportion of true positive detected among all 

ground truths.  

⚫ F1 score: It is a harmonic mean of precision and recall. 
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Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (1) 

 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                     (2) 

 

F1 score = 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)     (3) 

 

TP: True positive is a positive example that is correctly 

predicted. 

FP: False positive is a negative example that is incorrectly 

predicted as a positive example. 

FN: False negative is a positive example that is incorrectly 

predicted as a negative example  

TN: True Negatives is an outcome where the model 

correctly predicts the positive class. 

The confusion matrix is shown in Table 2.  

 

Table 2. Confusion matrix 

 Truth 1 Truth 0 

Predicting 1 True Positive  

(TP) 

False Positive  

(FP) 

Predicting 0 False Negative  

(FN) 

True Negative  

(TN) 

 

The experiment results in this paper, the measured candies 

are 20000 normal and 20000 flaws which detection speed is 

3.2 per second. The 18600 candies were picked out as normal 

(TP), and 1400 candies were not picked out (FP), 17300 

candies’s defects were picked out (TN) and 2700 candies’s 

defects were not picked out (FN). Therefore, the Precision is 

93%, Recall is 87% and the F1 Score is 90. The performance 

results is shown in Table 3. The proposed system detects the 

defect gummy from the 2D images. The defect information of 

the gummy is not only showed on the surface. It required the 

use of 3D defect detection method. Therefore, the limitation 

of this study is that to detect the 3D surface characteristics of 

the gummy warrants further research. 
 

Precision = 93%                      (4) 

 

Recall = 87.3%                       (5) 

 

F1 score = 90%                      (6) 

 

Table 3. The performance results 

 P R F1-score 

The intelligent 

defect detection 

system 

0.93 0.873 0.9 

 

5  Conclusion 
 

In the traditional industry, the production was reduced due 

to human resources consumption and the elimination of non-

performing products. This paper constructs an edge 

comptuting environment and intelligent defect detection 

system for a gummy candy. This research can assist to replace 

manual visual inspection, even shorten the processing time to 

reduce production costs, thereby improving product quality, 

the efficiency of the production line, and the number of 

inspections. The proposed system included: (1) The intelligent 

defect detection system by deep learning algorithms. The 

detection of gummy candy defects is essential in the speed and 

quality control. The speed advantage makes You Only Look 

Once (YOLO) method an end-to-end leader. Therefore, the 

system use YOLO deep learning algorithm. By applying an 

automatic selecting system, the system could pick up defective 

products quickly. (2) The proposed edge computing 

architecture with AIoT. It integrated the AIoT into Edge 

controller and developed it in the gummy candy factory. The 

proposed system can directly carry out product inspection and 

control the machine in the factory. This research collected 

5000 pictures of defect candies for the training dataset which 

used data augmentation to generate around 20000 images and 

80% pictures is for training and others for testing. The 

proposed system continuously learns various product defect 

categories through automated processes, and continuously 

optimizes the AI model to accurately identify various defects. 

It also allows managers to monitor by the monitoring APP in 

real time, including product management, sampling, real-time 

production monitoring and related statistical reports. The 

results showed that the Precision is 93%, Recall is 87% and 

the F1 Score is 90. The enterprises can improve the production 

quality of gummy candies to increase revenue through the 

proposed AIoT intelligent defect detection system. This study 

can reduce the inspection man-power needs. Also, the long-

term data collection has certain empirical reference 

significance for the intelligent defect detection system of 

candies products. 
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