Image Dehazing Technique Based on Sky Weight Detection and Fusion Transmission
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Abstract

Computer vision techniques are widely applied to the object detection, license plate recognition, remote sensing, and outdoor monitoring system. The performance of these applications mainly relies on the high quality of outdoor image. However, an outdoor image can be led to contrast decrease, color distortion, and unclear structure by poor weather conditions and human factors such as haze, fog, and air pollution. These issues may lower down the sharpness of a photo. Despite of the single-image dehazing is used to solve these issues, it cannot achieve a satisfactory result when the method deals with the bright scene and sky area. In this article, we aim to design an adaptive dehazing technique based on fusion transmission and sky weight detection. The sky weight detection is employed to distinguish the foreground and background, while detected results are applied to the fusion strategy to calculate deep and shallow transmissions. Thus, this can get rids of the subject of over-adjustment. Experimental results have demonstrated that the new method can outperform the latest state-of-the-art methods in terms of subjective and the objective assessments.
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1 Introduction

Computer vision is the research that makes the machine be able to recognize a picture. Without loss of generality, the camera and computer are the commonest ones used to simulate the machine vision via image processing. The related applications are widely applied to the object detection, license plate recognition, remote sensing, and outdoor monitoring system. The performance of these techniques mainly relies on high quality of outdoor image. However, outdoor image can be led to contrast decrease, color distortion, and unclear structure by poor weather conditions and human factors such as haze, fog, and air pollution. These issues may lower down the sharpness of a photo. As a result, people cannot observe the specific scene under outdoor monitoring system and must fail to identify license plate due to inferior consequence of multimedia technology. In order to get a clear picture, it is necessary to remove the haze from an image. Thus, dehazing is a major skill to enhance the quality of vision and obtain a high accuracy on the technique of computer vision.

The dehazing method could be classified into three categories: additional information approach [1-3], multiple-image approach [4-6], and single-image approach [7-21]. In the terms of additional information approach, a dehaze model is created from the depth of fields (DOF). The information of DOF is used to adjust the height of camera or tilt angle by user. Because the approach based on additional information mainly relies on the extra messages offered by the photographer, it is unfriendly. Regards to multiple-image approach, DOF is computed according to several images under the same scene with different weather conditions. Similarly, multiple-image approach is not agile since it is constrained by extra photos.

As to single-image approach, it is utilized to address the issue of addition resources. The image is recovered by individual heuristic priors from single image. There does not require extra information. Furthermore, the single-image dehazing is the most effective method because it adopts the optical scattering model as the renovating architecture. The process of generating haze in optical scattering model is described in Figure 1, where \( I \) is a hazy image, \( J \) is a scene radiance or haze-free image, \( t(x) \) is transmission, \( A' \) is atmospheric light, and \( c \) represents color channel RGB (R: Red, G: Green, B: Blue). A hazy image \( I \) is established by scene radiance \( J \) with the transmission \( t(x) \) and slight air light \( A' \). In other words, the haze-free image \( J \) is affected by the transmission \( t(x) \) and atmospheric light \( A' \). It is a great challenge for researcher to implement single-image dehazing mechanism since the optical algorithm is hard to design with only one image. Here, we depict the classical dehazing techniques in the category of single-image. In 2008, Tan has discovered the fact that the contrast of haze-free image is higher than that of hazy one [7]. Thus, Tan can remove the haze through adjusting the contrast value of each block from an image. Nevertheless, it might cause the block effects due to discontinuous DOF. Next, Fattal has computed the transmission map based on the reflectivity of light [8]. Unfortunately, the method of Fattal is invalid to deal with the scene under strong hazy. Later on, He et al. have proposed a strategy named dark channel prior (DCP) to accurately calculate the parameters of transmission \( t(x) \) and light \( A' \) [9]. In particular, He et al. have found out the truth that there exists a minimum intensity among RGB channels of the outdoor hazy image. This fact can help bring in a better recovery consequence, which is a milestone in the field of defogging. Although DCP could be used to layout an original-like color, the outcome might have block effects. For mitigating the block distortion, Huang et al. have adopted the median filter to construct the transmission map for preserving the edges in an
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balance the irregular lightness. The experimental results have demonstrated that the new method can outperform the latest state-of-the-art methods [9-12, 15-17, 25] in terms of subjective and the objective assessments, including human perception, peak signal to noise ratio (PSNR), and structural similarity index (SSIM). The rest of this article is organized as follows. Preliminaries are introduced in section 2. The proposed mechanism is described in section 3, while the experiment results and analysis are explained in section 4. Conclusions are given in section 5.

2 Preliminary Concepts

In this section, the related schemes and the concept applied in the article are depicted. First, we explain the detail of optical scattering model, which is referred in the Introduction. The algorithm of DCP [9] on transmission map and atmospheric light is sequentially introduced. Furthermore, we describe the channel-weighted tuning [16], which is used to improve the image quality [9]. Finally, the idea of brightness map which inspires us the adoption of illumination determination is discussed [18].

A. Optical Scattering Model

The optical scattering model is used to present the information of hazy image and widely applied in dehazing technology, as illustrated in the Figure 1. The essential definitions are mentioned in the Introduction of this paper. The model is shown in Eq. (1), and the details are described as below. The first component $J(x) t(x)$ is utilized to represent direct attenuation, which explains the relationship between scene radiance and medium transmission. The second term $A(1-t(x))$ means that the process shows the color from light scattering of the scene.

$$I(x) = J(x) t(x) + A(1-t(x))$$  \hspace{1cm} (1)

Assumed that atmospheric light is homogeneous, and the transmission $t$ can be expressed in Eq. (2) which shows that scene exponentially attenuates with the depth. It is because that transmission is related to DOF.

$$t(x) = e^{-\beta d(x)}$$  \hspace{1cm} (2)

where $\beta$ is the scattering coefficient of atmosphere, $d(x)$ is the scene depth. Consequently, if we are able to construct $t(x)$, the depth information can recover without any extra information.

B. Dark Channel on Transmission and Atmospheric Light

Dark channel prior is an algorithm used to estimate the transmission map and atmospheric light from outdoor hazy image. Except of sky patches, the principle of DCP is that at least one color channel has very low intensity, which may be close to zero. For this reason, it can estimate a distribution of haze from outdoor image. The smallest channel $J_{\text{dark}}$ intensity is expressed in Eq. (3).

$$J_{\text{dark}}(x) = \min_{y \in \mathbb{R}} \left( \min_{c \in \{r, g, b\}} J^c(x, y) \right)$$  \hspace{1cm} (3)
where \( J_c \) is the input image, \( \Omega(x) \) is a patch centered at pixel \( x \), \( \min_{c \in \{r,g,b\}} \) is a min channel, and \( \min_{y \in \Omega(x)} \) is a min filter.

As mentioned above, DCP is able to accurately estimate the distribution of haze and compute the initial transmission map as Eq. (4).

\[
t_d(x) = 1 - \omega \min_{y \in \Omega(x)} \left( \min_{c \in \{r,g,b\}} \frac{I_c(y)}{A_c} \right)
\]

where \( \omega \) is a coefficient utilized to make the recovered image naturally and set to be 0.95. \( A_c \) is the brightest pixel value selected from the top 0.1% pixels in the dark channel image. After that, the transmission map and atmospheric light are estimated to recover the scene radiance by Eq. (5), which is transformed from Eq. (1).

\[
J'(x) = \frac{I'(x) - A'}{t(x)} + A'
\]

### C. Channel-weighted Tuning

The channel-weighted tuning is used to redistribute the color of image. This method can reduce unnatural details of outcome. First, the averages of color channels are computed from hazy image individually by Eq. (6).

\[
\text{avg}_c = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I'(i,j)}{M \times N}, \quad \text{for} \quad c \in \{r,g,b\}
\]

where \( M \) and \( N \) are width and height of an input image, \( I' \) expresses a color channel of input image, and the revised values \( Z_r, Z_g, \) and \( Z_b \) are estimated as follows.

\[
Z_r = \left( \text{avg}_r + \text{avg}_b \right) / 2
\]

\[
Z_g = \left( \text{avg}_g + \text{avg}_b \right) / 2
\]

\[
Z_b = \left( \text{avg}_g + \text{avg}_r \right) / 2
\]

Then, Eq. (10) is followed by revised averages Eqs. (7)-(9) to find a suitable weight \( s' \):

\[
s' = q \times (\text{avg}_r + Z_r) / 2, \quad \text{for} \quad c \in \{r,g,b\}
\]

where \( q \) is a weight value and set to be 0.1. Finally, the channel-weighted tuning is calculated by Eq. (11), which is combined by Eq. (5) and Eq. (10). The haze-free image \( J'(x) \) is derived as follows:

\[
J'(x) = \frac{I'(x) - (A' - s')}{\max(t_r(x),t_g)} + (A' - s'), \quad \text{for} \quad c \in \{r,g,b\}
\]

where \( F \) is the intensity of hazy image, \( t_r(x) \) is a transmission map generating from the depth estimation, \( t_0 \) is a limitation of transmission map that is set to be 0.1, and \( A' \) is the atmospheric light.

### D. The Concept of Brightness Map

The brightness map is an opposite concept to the DCP. As we known, if the objects are similar to atmospheric light and no shadow exists on the scene, it may cause DCP failure and lead to a dim result. To prevent this situation, the brightness map is adopted to compensate the weakness of DCP. Also, it can reflect the illumination of local region from image. Brightness map \( I_{\text{bright}} \) is expressed in Eq. (12).

\[
I_{\text{bright}}(x) = \max_{y \in \Omega(x)} \left( \max_{c \in \{r,g,b\}} I_c(y) \right)
\]

where \( \max \) is max filter, and \( \min \) is max channel, \( \max \) is max filter, and \( I' \) is intensity of image.

In order to enhance the contrast of brightness map, the linear stretching is applied in Eq. (13).

\[
t_b(x) = \frac{I_{\text{bright}}(x) - \min(I_{\text{bright}}(x))}{\max(I_{\text{bright}}(x)) - \min(I_{\text{bright}}(x))}
\]

where \( \max(I_{\text{bright}}(x)) \) is a maximum value in hazy image, and \( \min(I_{\text{bright}}(x)) \) is a minimum value in hazy image.

Taking the Figure 2(a) for illustration, the differences of dark channel and brightness map are shown as Figure 2(b) and Figure 2(c). It is obvious that brightness map can fully reflect the bright information.

![Figure 2. Diagram of dark channel and brightness map](image)

(a) “White house” with hazy (b) Dark channel of “White house” with \( \Omega = 15 \times 15 \) (c) Brightness map of “White house” with \( \Omega = 15 \times 15 \)

### 3 The Proposed Mechanism

The framework is shown in Figure 3, which consists of four phases, illumination determination, sky weight detection, fusion transmission strategy, and luminance enhancement.

![Figure 3. The framework of proposed mechanism](image)
Phase 1. Illumination Determination

We use the characteristics of DCP and brightness map to determine the image as dark or bright. According to the result of determination, we employ the adaptive local thresholds (Niblack) [23] on histogram. The details are described as follows.

Step 1. Estimate the corresponding transmission map \( T_D \) and \( T_B \) of input by Eq. (4) and Eq. (13), respectively.

Step 2. Calculate the Niblack thresholds \( TH_d \) and \( TH_f \) from \( T_D \) and \( T_B \). The block size is set to be \( s \times s \).

Step 3. Generate a \( F_{map} \) according to Eq. (14):

\[
F_{map} = \begin{cases} 
\text{Bright}, & \text{if } t_B \geq TH_B \text{ and } t_D < TH_D, \\
\text{Dark}, & \text{if } t_D \geq TH_D, \\
\text{Otherwise}. & 
\end{cases}
\]  

(14)

Step 4. Obtain the atmospheric light \( A_{mix} \) according to Eq. (15):

\[
A_{mix} = \begin{cases} 
A_{\text{avg}}, & \text{if } F_{\text{pixel}} > F_{\text{dpixel}}, \\
A', & \text{Else}. 
\end{cases}
\]  

(15)

where \( F_{\text{pixel}} \) and \( F_{\text{dpixel}} \) are the sum of bright pixels and dark ones in \( F_{map} \), respectively. If the majority of \( F_{map} \) is a bright pixel, we denote the input to be the bright image (BI). Otherwise, it is considered as the dark image (DI). After that, we apply the BI to estimate the revised atmospheric light \( A_{mix} \), which is described in Eq. (16).

\[
A_{mix} = \frac{(A' + A_{\text{avg}})}{2}
\]  

(16)

where \( A_{\text{avg}} \) is the average of hazy image.

After completing the first phase, an outcome of BI is led to the phase 3 to calculate the transmission; otherwise, an output of DI is guided to the phase 2 for further detection.

Phase 2. Sky Weight Detection

The sky weight detection is to judge whether the input has the sky area or not and separate the hazy image into foreground and background according to the illumination, gradient, and gray level pixel. Afterwards, the weight maps are computed from DI, and three sky features are set to different weight values individually. Also, we combine three weight maps into the weighting map, as shown in Figure 4(b) and Figure 4(e). After that, the detected results are displayed in Figure 4(c) and Figure 4(f). According to the results, we can distinguish the sky image (SI) from non-sky image (NSI) in Figure 4(a) and Figure 4(d), respectively. The details of process are shown as follows.

Step 1. Calculate both DCP and brightness map from input image. Two thresholds \( \alpha \) and \( \beta \) are set to create a weight map \( b \) based on Eq. (17).

\[
b = \begin{cases} 
1, & \text{If } DC \geq \alpha \text{ and } BM \geq \beta, \\
0, & \text{Otherwise}. 
\end{cases}
\]  

(17)

where \( DC \) is dark channel, \( BM \) is brightness map, and \( b \) is weight map of illumination.

Step 2. Estimate the gradient \( G \) of input image, and set the threshold \( \gamma \) to construct a weight map \( e \) by Eq. (18).

\[
e = \begin{cases} 
1, & \text{if } G \leq \gamma, \\
0, & \text{Otherwise}. 
\end{cases}
\]  

(18)

Step 3. Build the gray level image \( GI \), and set the threshold \( \delta \) to create a weight map \( g \) according to Eq. (19).

\[
g = \begin{cases} 
1, & \text{if } GI \geq \delta, \\
0, & \text{Otherwise}. 
\end{cases}
\]  

(19)

Step 4. Construct weighting map \( W \) via Eq. (20). The results are shown in Figure 5(b) and Figure 5(e):

\[
W = p \ast b + q \ast e + t \ast g
\]  

(20)

where \( p, q, \) and \( t \) are weight values of illumination, gradient, and gray level pixel.

Step 5. Select the major region by threshold \( \omega \) on weighting map \( W \) and divide the image into the foreground and background according to Eq. (21). \( r = 1 \) indicates that the region is marked as sky part, and \( r = 0 \) means the area of foreground.

\[
r = \begin{cases} 
1, & \text{If } W \geq \omega, \\
0, & \text{Otherwise}. 
\end{cases}
\]  

(21)

Step 6. Count the proportion of the sky region that is labeled from the whole image. If the proportion is smaller than 5%, as displayed in Figure 4(f), we denote the input image as NSI; otherwise, we set the input image as SI. After that, the detected result of SI is segmented into two parts of scene via Eq. (21), as demonstrated in Figure 4(c). Note that the NSI will not refer to the detected result \( r \).

![Figure 4](https://example.com/figure4)

**Figure 4.** The results of sky weight detection (a) Input image “Pumpkin” (b) Weighting map from “Pumpkin” (c) Detected results from “Pumpkin” (d) Input image “Traffic”
Phase 3. Fusion Transmission Strategy

The strategy is used to adaptively create the different transmissions on image according to the results of illumination determination and sky weight detection. The labels of image include BI, SI, and NSI. The flowchart is shown in Figure 5. We focus on the individual calculation of transmission under different conditions. Taking Figure 6(a) for example, when the input is BI then we compute the shallow transmission. The result is shown in Figure 6(b). If the input is DI and marked as a NSI, we calculate the deep transmission, as displayed in Figure 6(c). While the image is determined as DI and SI, we construct the fusion transmission combined with Figure 6(a) and Figure 6(b), as demonstrated in Figure 6(d). Finally, we apply the guided filter [22] to avoid the block effect on transmission map in Figure 6(e). The details of procedure are illustrated as follows.

Step 1. Estimate the transmission \( t_k \) according to Eq. (22).

\[
t_k(x) = \begin{cases} t_{de}, & \text{if } I' = BI, \\ t_{sh}, & \text{if } I' = NSI, \\ t_f, & \text{if } I' = SI. 
\end{cases}
\] (22)

where \( I' \) is the input image, and BI, SI, and NSI are the judgment results from the phase 1 and phase 2, and \( t_{sh} \) is the shallow transmission in Eq. (23), which is modified according to [16].

\[
t_{sh}(x) = 1 - \omega \min_{y \in H(x)} \left( \min_{c \in \{r,g,b\}} \frac{I'(y)}{C_{low} - A^c}. \right)
\] (23)

\( t_{de} \) is the deep transmission which is in line with the boundary constraint [10] according to Eq. (24) and Eq. (25).

\[
t_f(x) = \text{closing}_{\text{min}}(t_k(x))
\] (24)

\[
t_{de}(x) = \min(I' - \max_{c \in \{r,g,b\}} \left( \frac{I'(x) - A^c}{C_{low} - A^c} \right)), \text{ for } c \in \{r,g,b\}
\] (25)

where closing(.) is a closing operator of morphological image processing, \( C_{low} \) and \( C_{high} \) are low and high constraints, respectively. \( A^c \) is the brightest pixel. In order to avoid high contrast of recovered image, we improve the deep transmission \( t_{de} \) via Eq. (26), which is the average value of the strong transmission \( t_f \) and shallow transmission \( t_{sh} \).

\[
t_{de} = (t_f + t_{sh}) / 2
\] (26)

\( t_f \) is the fusion transmission in Eq. (27), which is integrated by \( t_{sh} \) and \( t_{de} \).

\[
t_f = t_{sh} \cap t_{de}
\] (27)

According to the detected result \( r \) from Eq. (21), we can figure out the foreground and background of an image. Next, \( t_{sh} \) and \( t_{de} \) are adopted in the parts of background and foreground, respectively.

Step 2. Refine the transmission map based on Eq. (28):

\[
t_f(x) = G(t_k(x))
\] (28)

where \( G \) is guided filter [22].

Phase 4. Luminance Enhancement

We recover the image according to Eq. (29), which is calculated via Eq. (15) and Eq. (28). Afterwards, we enhance the luminance of recovered image for getting the image clearly.

\[
\hat{j}(x) = I'(x) - (A_{max}^c - s^c) + \left( A_{max}^c - s^c \right), \text{ for } c \in \{r,g,b\}
\] (29)
Step 1. Convert the RGB color space of \( \hat{J}^c \), named \( \hat{J}_{RGB} \), into Lab color space through Eq. (30).

\[
\hat{J}_{RGB} \rightarrow J_{LAB}
\]  

(30)

Step 2. Stretch the luminance \( L \) of \( J_{LAB} \) to the range between \([0, 255]\) according to Eq. (31).

\[
J_{LAB} \rightarrow J_{RGB}
\]  

(31)

Step 3. Translate the modified Lab color space to RGB color space based on Eq. (32).

\[
J_{LAB} \rightarrow J_{RGB}
\]  

(32)

Step 4. Revise the weight values \( v \) and \( u \) according to Eq. (33). Then, we output the result.

\[
\tilde{J} = v \cdot \hat{J}_{RGB} + u \cdot \hat{J}_{RGB}
\]  

(33)

4 Experimental Results and Analysis

The experimental environment is described as follows. A personal computer installed with Windows 10 64-bit is applied to simulate the system, equipped with an Intel Core i7-4770HQ 3.4-GHz with 8G RAM. The software used to modify the image is Adobe Photoshop CS6, and all algorithms were implemented in the MatlabR2017b environment. Aside from a subjective assessment from human vision to measure the performance of our proposed method, we have adopted two objective indexes to examine the quality of refined image.

The test images contain natural targets and artificial ones. Both of them could be further separated into two categories, sky picture and non-sky photo. The used nature images are selected from classical dehazing researches [7-10]. The source of artificial image is an open database named Flicker and INRIA Holidays datasets [25]. INRIA Holidays dataset [25] contains 1941 images including landscape and architecture.

To prove the capability of dehazing a bright photo, which is a crucial challenge in the field of removing haze, we also selected images containing white objects as the test targets.

Parameters in the simulations are defined in the following. The block size of Niblack is set to 15x15, while the gray level \( \hat{\delta} \) is tuned to be 0.7 referred to [20]. As to the threshold of sky weight detection, the dark channel \( \alpha \) and brightness map \( \beta \) are adjusted to 0.6, and the gradient threshold \( \gamma \) is defined as 0.2. Due to the fact that the illumination is an important factor in the sky, we have the setting of \( p = 0.6, q = 0.2, \) and \( t = 0.2 \), while the threshold of weight map \( \omega \) is set to 0.4. Regards to the parameters of luminance enhancement phase, \( v \) and \( u \) stay at 0.5. The reason is that the setting of \( u = 1 \) might lead to an unnatural result. Thus, the average of these two parameters could bring in a proper distribution of luminance.

We have simulated the parameter combination to find out a preference matching through exhaustive method, where the number of all combinations is 39,600,000 between (0, 1], the unit is 0.1. The restriction includes that the sum of \( p, q, \) and \( t \) is 1 from Eq. (20), the sum of \( v \) and \( u \) is 1 from Eq. (33). Also, the dehazing effect will be decreased if \( \omega \) is lower than 0.3 due to disregarding the sky area in Phase 2 of section 3. If the parameters \( v \) and \( u \) are lower than 0.3 or are higher than 0.7, the dehazed image will result in underexposed or overexposed. Therefore, the total simulation combination is 756,000 after we exclude the above conditions. The thresholds used in the proposed scheme are marked as red in Table 1. Both PSNR and SSIM values of the used combination are better than others. We retain good human visual outcomes in the corresponding dehazed images, as shown in Figure 7 to Figure 13. Contrarily, if we over adjust the thresholds, it will lower down the image quality of detail and the lightness.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \gamma )</th>
<th>( \delta )</th>
<th>( p )</th>
<th>( q )</th>
<th>( t )</th>
<th>( v )</th>
<th>( u )</th>
<th>( w )</th>
<th>PSNR(dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>23.78</td>
<td>0.9240</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.4</td>
<td>0.6</td>
<td>0.5</td>
<td>21.83</td>
<td>0.9240</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.8</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>23.78</td>
<td>0.9240</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.5</td>
<td>23.66</td>
<td>0.9204</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>23.63</td>
<td>0.9135</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.7</td>
<td>23.43</td>
<td>0.9135</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>23.43</td>
<td>0.9135</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>0.9</td>
<td>22.92</td>
<td>0.9095</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
<td>1</td>
<td>22.92</td>
<td>0.9095</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>23.78</td>
<td>0.9168</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>1</td>
<td>23.78</td>
<td>0.9153</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
<td>24.15</td>
<td>0.9376</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>23.69</td>
<td>0.9224</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.6</td>
<td>23.69</td>
<td>0.9224</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
<td>0.4</td>
<td>0.8</td>
<td>22.71</td>
<td>0.9095</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
<td>0.4</td>
<td>0.9</td>
<td>22.74</td>
<td>0.9095</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
<td>0.4</td>
<td>1</td>
<td>22.74</td>
<td>0.9063</td>
</tr>
</tbody>
</table>

Average 23.50 0.9189
To emphasize the contributions, we compared the dehazing methods including He et al. [9], Meng et al. [10], Huang et al. [11], Berman et al. [12], Zhu et al. [15], Lee et al. [16], Peng et al. [17], and Shin et al. [25] with the new one in terms of subjective and objective indexes. Researches in [9-11] are classical dehazing algorithms, while those of [12, 15-17, 25] are the latest works. Specially, Peng et al. [17] could achieve generalization under multiple environmental conditions consisting of fog, sandstorm, underwater and night image. Here, we only focus on foggy images as the goal of most related works is applied to enhance the quality of such targets. The examination of natural image is illustrated in Section A, and the performance of artificial image is demonstrated in Section B.

A. Experimental results of natural image

First, we analyze the dehazed results on human visual perception, and the natural image is captured by camera. In order to verify the effectiveness of our method, the test images we used include “air particle”, “pumpkin”, “straw”, “red brick”, and “city” which are common adopted in dehazing researches. Figure 7(a) displays the original “air particle”, which is a natural picture containing strong air pollution. The refined results from related works [9-12, 15-17, 25] are listed in Figure 7(b) to Figure 7(i). No doubt that these methods can remove most fogs in the test image successfully. The red circle, however, is used to highlight the refinement difference between related works and ours. It is apparent that circles in the results of [9, 10, 12, 15, 25] have drawn serious color distortion at the sky region, as illustrated in Figure 7(b), Figure 7(c), Figure 7(e), Figure 7(f), and Figure 7(i), which is an unnatural consequence in the real world. The main reason is that the transmission map is adopted with the same intensity. Thus, it may cause the overexposure to the sky region. Considering the fact that there exists only few structure in the background of an image, it is unnecessary to count atmospheric light in removing the haze. The results of [11, 16] are shown in Figure 7(d) and Figure 7(g). As the channel analysis is utilized to avoid the overexposure, which is good at balancing the color of image, the haze located at the sky region could be cleared successfully. Nevertheless, taking insight into the red circle, it is not difficult to learn that the fog stays on the building cannot be removed well in comparison with the new results, as depicted in Figure 7(j). It is due to the adoption of deep transmission in our mechanism, which can be used to help layout a scene preserving natural contrast. Moreover, the visual effect of Peng et al. [17] is as good as ours, as illustrated in Figure 7(h) illustrates the outcome. The main reason is that [17] adopted the linear regression, which is capable of dehazing an image under various weather conditions.

The photo “pumpkin” has the similar color and duplicate objects, as displayed in Figure 8(a). The results of related methods are exhibited in Figure 8(b) to Figure 8(i). In order to highlight the consequent, the green block is used to denote the foreground, while the red one is employed to represent the background. Regarding to the red block, when the methods of [11, 15-16] are implemented in Figure 8(a), they could reduce the color shifting effectively. The main reason is that [11, 16] have adopted the channel analysis, the background could be layout in a better result, as illustrated in Figure 8(d) and Figure 8(f). Also, due to the fact that [15] has estimated the transmission by minimizing the energy function, it can maintain the illumination of image, as shown in Figure 8(g). As to the green block of [11, 15-16, 25], it is obvious that the structure is unclear and the contrast is decreased in comparison with the outcome of our method. Regards to the result shown in Figure 8(j), it has demonstrated the performance of the new method, which is able to produce a satisfactory quality on foreground and background, respectively. The key point is that the fusion transmission strategy is applied in our technique. More precisely, the shallow transmission is used to deal with the background, and the deep transmission is applied to the foreground.
Figure 8. Comparisons of with a natural image of pumpkin
(a) Input image (b) He et al. [9] result (c) Meng et al. [10] result (d) Huang et al. [11] result (e) Berman et al. [12] result
(f) Zhu et al. [15] result (g) Lee et al. [16] result (h) Peng et al. [17] result (i) Shin et al. [25] result (j) The proposed method

The third challenge is to recover a foggy image “straw” shown in Figure 9(a). Both the background and foreground possess a similar color and scene, and parts of the background structure need to be recovered. The difficulty of telling the background from the foreground often dominates the recovery performance of entire image. Outcomes of related methods and the new method are exhibited in Figure 9(b) to Figure 9(i). The red blocks are used to emphasize the dehazed results of the background. It is clear that [11, 16], and [25] cannot remove the haze well but avoid the overexposure on the background, as displayed in Figure 9(d), Figure 9(g), and Figure 9(i). It is owing to that the adoption of weak transmission may lead to the failure of recover the image structure. In regard to the results of [10, 12, 17], as shown in Figure 9(c), Figure 9(e) and Figure 9(h), the hazed areas of background have been removed clearly. Nevertheless, there exists serious color distortion at the sky region. The main reason is that the strong transmission is applied to whole image. Thus, it can dehaze the image clearly but layout the color distortion at the white area. Inspired by above observation, we have learned that the weak and strong transmissions are not always suitable for renovating all the hazed areas. In the proposed method, we have introduced the fusion strategy to find a favorable solution, in which the shallow transmission map is used to deal with a bright scene, while the deep one is applied to refine a non-sky region. Therefore, the new method can recover specific regions suitably, including providing a clear image structure and escaping from an overexposure background, as displayed in Figure 9(j).

Figure 9. Comparisons of with a natural image of straw
(a) Input image (b) He et al. [9] result (c) Meng et al. [10] result (d) Huang et al. [11] result (e) Berman et al. [12] result
(f) Zhu et al. [15] result (g) Lee et al. [16] result (h) Peng et al. [17] result (i) Shin et al. [25] result (j) The proposed method

Figure 10(a) illustrates a “red brick”, which is a haze image without the sky. The dehazed results of related works are exhibited in Figure 10(b) to Figure 10(i). In Figure 10(b) to Figure 10(g) and Figure 10(i), the fog can be removed successfully, but the illumination of the dehazed image is unnatural, either too bright or dark. Concerning to the result of Peng et al. [17], it has serious color shifting, as displayed in Figure 10(h). This is due to that the main color predicted by linear regression is red, which may mislead to deal with a sandstorm image. According to the stage of sky weight detection in the new method, Figure 10(a) is regarded as a non-sky image. Thus, the deep transmission map is employed to
eliminate the fog. Hereafter, the RGB channels of provisional outcome is tuned to Lab color space. Next, the histogram stretching is applied to “L” to produce the final result. As shown in Figure 10(j), the new method can not only remove the fog effectively but also keep the “red brick” with a natural and saturated color.

Figure 10. Comparisons of with a natural image of red brick
(a) Input image (b) He et al. [9] result (c) Meng et al. [10] result (d) Huang et al. [11] result (e) Berman et al. [12] result (f) Zhu et al. [15] result (g) Lee et al. [16] result (h) Peng et al. [17] result (i) Shin et al. [25] result (j) The proposed method

In the following, we examine the dehazing capability in dealing with the test image “city” containing sky region and white object simultaneously, as shown in Figure 11(a). The refined outcomes of [9-12, 15] are displayed in Figure 11(b), to Figure 11(f). The restored color of foreground is like the original scene, but the background cannot be well recovered through these methods. More precisely, they cannot bring a vivid hue for the region of sky due to the adoption of strong transmission map. In contrast to above consequences, Figure 11(g) to Figure 11(i) have revealed better results of [16-17] and the new method because of the employment of weak recovery. To highlight the superiority of the new method, we marked the white building with a red rectangle and enlarged it in Figure 12. As displayed in Figure 12(a), there exist black lines to disturb the straight structure of the building. On the other hand, Figure 12(b) has brought an obscure structure of the whole building. Concerning to the outcome of Figure 12(c), the structure and color of main target are well refined. It is due to the help of illumination determination and adaptive estimation of atmospheric light.

Figure 11. Comparisons of with a natural image of city
(a) Input image (b) He et al. [9] result (c) Meng et al. [10] result (d) Huang et al. [11] result (e) Berman et al. [12] result (f) Zhu et al. [15] result (g) Lee et al. [16] result (h) Peng et al. [17] result (i) Shin et al. [25] result (j) The proposed method
As demonstrated in Figure 7 to Figure 12, the proposed method can deal with the details effectively and avoid the overexposure from the sky. The key factor is the fusion strategy of transmission. In fact, the background is often formed by the sky area and strong fog, in which the excessive recovery is unnecessary as the proportion of haze is low. Based on this observation, we have learned that a shallow transmission is more appropriate to the background and bright scene, while a deep transmission is suitable for recovering the color and structure of the foreground.

**B. Experimental results of artificial image**

To demonstrate the contribution from an objective point of view, we have examined the capability of these methods via artificial images. Since it is difficult to capture a pair of hazy and hazy-free images displaying the same scene through a camera, we need to synthesize a hazy image from hazy-free image, while the hazy-free image is chosen from the Flickr and INRIA Holidays dataset [24] and regarded as the ground truth (GT). Here, we have adopted two quantitative criteria to evaluate the performance, including PSNR and SSIM values. These two indexes are the significant ones used to define the image quality by computing the similarity between a noise-free image and a dehazed one. The test data includes the GT and dehazed image. The higher index value displays that it possesses better capability of recovering a hazy image. The unit of PSNR is shown as decibels (dB). The main concept is to compare the Mean Squared Error (MSE) of two images. If the MSE value is small, it represents the difference between images are tiny. The formula as follows:

\[
PSNR = 10 \times \log_{10} \left( \frac{255^2}{MSE} \right) \tag{34}
\]

\[
MSE = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (GT_{ij} - J_{ij})^2}{M \times N} \tag{35}
\]

where \( M \times N \) is the size of image, \( GT_{ij} \) is the GT, and \( J_{ij} \) is the recovered image. On the other hand, the SSIM is applied to compare three factors of two images, including luminance, contrast, and structure information. It is due to the fact that these features are more sensitive to the human vision system. The value of SSIM ranges from 0 to 1. When the assessment value is close to 1, it means that the dehazed image is approximated to the hazy-free one.

\[
SSIM = \frac{(2\mu_{x}\mu_{y} + C_1)(2\sigma_{xy} + C_2)}{(\mu_x^2 + \mu_y^2 + C_1)(\sigma_x^2 + \sigma_y^2 + C_2)} \tag{36}
\]

where \( \mu_x \) is the average of recovered image \( J = \{ J_{ij} \} \), \( \mu_y \) is the average of ground truth \( GT = \{ GT_{ij} \} \), \( \sigma^2_x \) and \( \sigma^2_y \) are the covariance of recovered image and ground truth, respectively. \( C_1 \) and \( C_2 \) are the constants defined as \( C_1 = (K_1 L)^2 \) and \( C_2 = (K_2 L)^2 \), where \( K_1 = 0.01 \), \( K_2 = 0.03 \) are defined by default, and \( L = 255 \) is the dynamic range of a pixel.

Figure 13 displays four images from public database, including R1: “Building”, R2: “Landscape”, R3: “Houses”, and R4: “Highway”. First, we analyze the sky regions of these results according to the human vision perception. It is apparent that other methods have suffered from color shifting and overexposure problem since those methods removed the haze by the unanimous intensity. In contrast, our fusion strategy has utilized the different strength of transmission on the foreground and background; thus, leading to higher PSNR values in all test images. The components of R1 contain bright buildings and a sky region. Taking a deep insight into the background, the results of [12] and ours look more naturally in comparison with those of others. More precisely, serious color shifting happens to the outcomes of related works so that most of structures look too dim to be recognized, compared to the GT. The reason is that the scene is bright, but these techniques only calculate the maximum pixel value as the air light. This might make an improper recovery to darken the scene. By contrast, we have applied the illumination determination to tune the computation of atmospheric light and transmission adaptively. Thus, the new method gains an average PSNR value, which is 10.08 dB higher than those of other works.

R2 represents the “Landscape”, which contains clouds in the sky. It is clear that Lee et al. [16] and our method are capable of avoiding the overexposure problem, while it happens to the sky regions of other recovered outcomes. Furthermore, our result can achieve a higher contrast and obvious structure owing to the deep transmission map adoption. In fact, the correctness of separating the background from foreground highly dominates the recovery result. If we only use a single feature such as gray level, it might cause the failure on segmentation. An incorrect segmentation might further mislead the fusion strategy and degrade the quality of image. In order to detect the sky region accurately, the new method observes three features, including illumination, gradient, and gray level, in the sky weight detection. Each of them is set to an individual weight. Hence, the new method can lay out a higher PSNR value in comparison with related works. As to R3, “Houses” contains a large region of architecture, and the scene is quite bright. No doubt that most related methods can remove the fog clearly, but they are unable to obtain a real-like color as all the tuning procedures of recovery are immovable. On the contrary, the proposed method has utilized an adaptive dehazing technique; thus, resulting in an average PSNR value, which is 7.81 dB higher than those of other methods. In R4, it is easy to tell the foreground from background. Thus, most methods can achieve satisfactory dehazed outcomes. However, with a more precise examination, the color shifting has happened to the recovered sky regions of [9-12, 15], while our consequence.
can escape from this issue due to the shallow transmission map. It is worth mentioning that the visual effect of [16] is almost equal to that of the proposed method, but its PSNR value is 3.3 dB lower than ours. The main reason is that the adoption of deep transmission can help to lay out a scene with more reality.

From above observation, it is not hard to learn that traditional dehazed techniques cannot deal with white objects well. Taking the outcome of [17] for instance, a well defogged scene has brought the color distortion in comparison with GT. This is due to that this method mainly focus on the generalization of different weathers. In fact, the brighter of atmospheric light, the darker of scene radiance, and vice versa. This has demonstrated the contribution of illumination determination in the new scheme. To highlight the capability of settling the problem of while object and sky region, we further examine the new method in two test images, containing massive white objects. W1: “Merlion” and W2: “White house” are selected from public database. It is obviously that white objects and structures have nearly occupied the entire image, which is a crucial challenge in dehazing. Regarding the case of W1, the observation on the outcomes of related works has demonstrated the absence of brightness, while it is naturally displayed at the sky region in the new method. Even though [15-16], and our method can preserve the PSNR values higher than 20 dB, the foreground structure could not be recovered completely in [16], while the sky region still suffers from color shifting in [15]. That is owing to that other methods have selected the brightest pixel from the top 0.1% pixels of image. Once the input image has apparent white objects, the estimation of atmospheric light must fail. To fix this issue, the brightness map is integrated with dark channel in the new method. Based on these two bases in illumination determination, “Merlion” is considered as a bright image. Hence, the atmospheric light and transmission map could be tuned adaptively.

The second examination on the bright scene is displayed as W2: “White house”, in which white objects teem in the image. The result of [15] has shown that the fog could be removed effectively, but the color shifting occurs in the white structure to decay the quality. Concerning to the consequence of [17], multiple weather conditions could be handled well due to the adoption of the linear regression on the color analysis. However, this might lead to the misjudgment of the background and foreground. As the intensity is quite similar, it is not easy to obtain an ideal refined result. W2 has illustrated the superiority of our method to others in terms of subjective human viewing and objective PSNR index.

From Figure 13, it is observed that our method can achieve the better outcomes in comparison with other methods according to the subjective point of view and objective PSNR and SSIM values. To make the objective assessments clearly, the PSNR values of all methods are summarized in a line chart, given in Figure 14. Even the outcomes of [25] are better than those of related works and ours in terms of D2, D3, and D4, the dehazed background of [25] still suffered from color shifting on visual perception. In contrast, the new method has yielded a bright structure and a color shifting-free background. Take a deep look, the outcomes of Shin et al. [25] and ours are definitely better than those of the related words in Figure 14 of D1, D2, D3, and D4, in which D1, D2, D3, and D4 display the fog spread from up to down, down to up, left to right, and right to left, respectively. Moreover, the SSIM values of all methods are depicted in Figure 15. These two charts have shown clearly that the new method outperforms related works in both of the SSIM and PSNR values, which indicating that the new method is able to remove fog and keep that structure simultaneously. Again, it depends on the help of illumination determination and adaptive estimation of atmospheric light according to Eqs. (15) and (22). Aside from that, it makes the structure closer to ground truth via translating the color space to tune the luminance based on Eq. (33).
Figure 13. Comparisons of with an artificial image, including R1-R4 and W1-W2

Figure 14. PSNR values from four directions of fog

Figure 15. SSIM values from four directions of fog
5 Conclusions

In this article, we have developed an adaptive image dehazing technique based on the fusion transmission and sky weight detection. The illumination determination can be applied to enhance quality of image on the white scene. The fusion transmission can be adopted to recover the specific region via the shallow and deep transmission, which is able to reduce the overexposure and color shifting. Then, the sky weight detection makes the fusion strategy more accurately and generally. Simulation results have demonstrated that the new method can remove the foggy from the haze image effectively from the human vision perception and overcome the problem caused by a large while object. Moreover, the new method can achieve higher PSNR and SSIM values in comparison with related works.
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