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Abstract 

The neural network runs slowly and lacks accuracy in 
power load forecasting, so it is optimized using meta-heuristic 
algorithm. Salp Swarm Algorithm (SSA) is a novel meta-
heuristic algorithm that simulates the salp foraging process. In 
this paper, a parallel salp swarm algorithm (PSSA) is proposed 
to improve the performance of SSA. It not only improves local 
development capabilities, but also accelerates global 
exploration. Through 23 test functions, PSSA performs better 
than other algorithms and can effectively explore the whole 
search space. Finally, PSSA is used to optimize the weights as 
well as the thresholds of the neural network. Using the 
optimized neural network to predict the power load in a certain 
region, the results show that PSSA can better optimize the 
neural network and increase its prediction accuracy. 

Keywords: Power load forecast, Salp swarm algorithm, 
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1  Introduction 

Power load forecasting is an important component of 
electric system engineering, and it is extremely important for 
the stable operation and long-term planning of the power 
system [1-2]. Load forecasting is based on past power demand, 
weather conditions, temperature, humidity, and other related 
factors, using mathematical models to predict possible future 
electricity consumption. The purpose of load forecasting is to 
simulate future electricity demand as closely as possible, to 
equalize supply and demand, and to mitigate supply-demand 
conflicts [3]. On the one hand, too high a forecast will generate 
too much electricity, resulting in wasted resources, and too 
low a forecast will result in a short circuit, which will lead to 
a massive blackout or power system collapse if the low-
frequency load shedding unit fails to reduce customer load at 
this time. On the other hand load forecasting is crucial for 
planning the construction of future power grids; too high 
forecasts will lead to the construction of useless facilities and 
increased costs, while too low forecasts will lead to inadequate 
long-term planning and affect the development of the power 
system [4]. 

Depending on the length of the forecast time span, load 
forecasting can be divided into four types. The first type is 

ultra-short-term load forecasting, which is used to forecast the 
load for a few minutes or hours. This provides support for 
monitoring the operating conditions of power equipment. The 
second type is Short Term Load Forecasting (STLF), which is 
used to forecast load for hours, days and weeks. This provides 
a reference for power scheduling, start-up and shutdown of 
generating units, etc. The third type is the Medium Term Load 
Forecast (MTLF), which is used to forecast load for several 
weeks or months [5]. Its accuracy has a significant impact on 
the economics of the electric utility [6-7]. Electric utilities 
make many decisions based on these forecasts. These 
decisions include economic dispatch of generation capacity, 
system safety assessment, equipment maintenance, and fuel 
procurement planning. The fourth type is long-term load 
forecasting (LTLF), which is used to forecast load for months 
or even years into the future. It is mainly used for power 
system planning.  

Currently, forecasting techniques can be broadly classified 
into two categories. The first category is statistical models, 
including time series methods, trend extrapolation methods, 
and regression analysis. Such methods are based on a series of 
mathematical formulas and make forecasts based on previous 
loads. The time series method is a statistical model that takes 
advantage of the inertial characteristics and temporal 
continuity of electric load changes, and determines the basic 
characteristics and change patterns of load by analyzing and 
processing the time series of historical data, so as to forecast 
future load. Time series forecasting methods can be divided 
into two categories: deterministic and stochastic. 
Deterministic time series are used as model residuals to 
estimate the size of the forecast interval. The stochastic time 
series forecasting model can be regarded as a linear filter. 
According to the characteristics of the linear filter, the time 
series can be classified into several types of models: auto 
regression (AR), moving average (MA), autoregressive 
moving average (ARMA), cumulative autoregressive-moving 
average (ARIMA), and transfer function (TF). These models 
are characterized by good accuracy under classical conditions, 
but poorer results when outliers appear [8]. The second class 
is intelligent forecasting methods represented by neural 
networks (NN) [9-12], support vector machines (SVM) [2，
13-14], and long short-term memory (LSTM) [15-16].
Artificial neural networks (ANN), as an intelligent technology,
have been applied in various fields such as information
processing, pattern recognition, feature selection, and price
prediction. There are various types of artificial neural
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networks, such as backpropagation neural networks (BPNN), 
which can approximate any nonlinear function very accurately. 
By learning from historical data, a network that approximates 
the relationship between the input vectors and the 
corresponding output vectors is obtained, which in turn can 
effectively predict new data. In terms of load prediction, BP 
neural networks have many advantages, such as powerful 
nonlinear mapping capability, self-learning ability, and 
generalization capability. However, it also has obvious 
disadvantages, such as long-running time, slow convergence, 
and ease to fall into local optimality. Due to the limitations of 
neural networks themselves, intelligent computing is 
introduced to optimize neural networks. 

Intelligent computing was developed from general-
purpose computing and has become one of the important 
approaches in the field of computer science. For the past few 
years, intelligent computing technology has been successful in 
the military, financial engineering, route plan, pattern 
recognition, wireless sensor network, computer-aided medical 
diagnosis, and other fields [17-19]. Intelligent computing is 
also known as computational intelligence, and computational 
intelligence includes three types of neural computing, fuzzy 
computing and evolutionary computing. Among them, 
evolutionary computation includes Particle Swarm 
Optimization (PSO) [20-25], Grey Wolf Optimizer (GWO) 
[26-28], Ant Colony Optimization (ACO) [29-31], Bat 
Algorithm (BA) [32-34], Cat Swarm Optimization (CSO) [35-
37], QUasi-Affine TRansformation Evolutionary (QUATRE) 
[38-40], Flower Pollination Algorithm (FPA) [41], Genetic 
Algorithm (GA) [42-43], Cuckoo Search Algorithm (CS) [44-
47], Differential Evolution (DE) [48-50], Pigeon-Inspired 
Algorithm (PIO) [51], and Multi-Verse Optimizer (MVO) 
[52-53]. Evolutionary computing algorithms mainly include 
exploration and development. Exploration means finding 
candidate solutions, and development means finding optimal 
solutions based on better candidate solutions. Each of the 
above-proposed algorithms has its advantages and 
disadvantages, for example, PSO has the advantages of fast 
search speed and easy implementation, however, it tends to 
fall into local optima, resulting in low convergence accuracy. 
GA does not include a storage function, so the information 
related to the best particle is not stored during the optimization 
process. Some other optimization algorithms, such as GWO 
and FPA have been used to optimize the weights of neural 
networks. Salp swarm algorithm (SSA) is a recently proposed 
meta-heuristic algorithm that modelling the foraging behavior 
of salp in the deep sea [54]. SSA is easy to implement with 
high robustness and simple parameters, so it is widely used in 
feature selection [55], control parameter optimization [56], 
load prediction, and other fields. However, SSA still suffers 
from the shortcomings of falling into local optimal and 
evolutionary stagnation. Therefore, a parallel salp swarm 
algorithm (PSSA) is proposed in this study. Finally, to 
improve the prediction accuracy of the neural network, the 
PSSA algorithm is used to optimize the structure as well as the 
parameters of the neural network. 

The remaining components of this paper are as follows: 
Section 2 introduces some related research work. Section 3 
introduces the salp swarm algorithm. Section 4 uses parallel 
strategies to improve salp swarm algorithm. Section 5 uses 23 
test functions to verify the performance of PSSA. Section 6 is 
to use PSSA to optimize the neural network and perform 

power load forecasting. Section 7 concludes the works of this 
paper, raises some questions and plans future work. 

2  Related Works 

The data obtained in engineering practice often have 
missing and duplicate values. These dirty data can 
significantly affect the effectiveness of the prediction work. 
Therefore Subsection 2.1 introduces several methods for 
processing the data. An artificial neural network is a 
mathematical model that simulates the human nervous system 
to process complex information. It has good adaptive and self-
learning capabilities and can be used to solve nonlinear 
problems. Subsection 2.2 introduces the way neural networks 
work. 

2.1 Data Pre-processing 

A large amount of real and accurate historical load data is 
the basis for power load forecasting. However, dirty data is 
inevitable, such as data loss and data anomalies from various 
causes. These data play a significant disruptive role in the 
network training and forecasting process. They will lead to 
training errors beyond the expected range, thus weakening the 
prediction accuracy. Therefore, historical data must be 
processed to ensure the smoothness and order of magnitude 
consistency of the load series. Ultimately, data pre-processing 
will improve the accuracy of load forecasting. 

2.1.1 Missing Data Processing 

The missing information can affect the correct operation 
of the neural network. Therefore, a portion of the data with the 
highest correlation to the missing values can be selected based 
on correlation analysis. Finally, the weighted average of these 
data is used as the complementary value. In the data set used 
in this paper, a total of 0.55% of the data is lost. 

1 1 2 2 .d d d m dml w l w l w l= + ++ (1) 

Equation 1 shows how to calculate the missing values. 
Where ld represents the missing data,  ( 1, 2,..., )di il m=

represents the ith data related to the missing data, and w 
indicates the correlation between the relevant data and the 
missing data. 

2.1.2 Abnormal Data Processing 

An outlier is a set of measurements that deviate from the 
mean by more than a few standard deviations. Outliers can 
disrupt the regularity of the entire data series, which in turn 
affects the accuracy of the prediction. Therefore, it is 
necessary to correct anomalous data. In general, the load data 
on a particular day of the year is roughly the same, with 
obvious seasonal characteristics. In other words, these data are 
roughly cyclical in nature. Therefore, the deviation rate 
between the load value of that day and the average value can 
be calculated, and the data with a high deviation rate can be 
corrected. Based on the distribution of deviation rates for this 
dataset, this paper set deviation rate to 1.4 for spring and 
autumn and 1.6 for summer and winter.  
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2.1.3 The Normalization Processing 

To eliminate the influence of the numerical range between 
different attributes, it is necessary to solve the comparability 
between indicators through data standardization. Data 
standardization is to scale down the data to a smaller specific 
interval. In this paper, the data is uniformly mapped to [-1,1]. 
Standardization can not only improve the convergence speed 
and accuracy of the model but also prevent gradient explosions. 

2 1.min

max min

x x
x

x x−


−
=  − (2) 

Equation 2 represents the normalization method. Where x 
represents the value to be converted, x is the converted result, 
xmax  and  xmin represent the maximum and minimum 
boundaries of the attribute values, respectively. 

2.2 Neural Network 

A neural network is a feed-forward network composed of 
an input layer, an output layer, and a number of hidden layers. 
In the neural network shown in Figure 1, the input layer is 
composed of d neurons, each representing an independent 
variable. There can be several hidden layers in the middle, and 
the amount of neurons in each hidden layer is set as required, 
assuming the number is s. The output layer consists of n 
neurons, and n is the final number of dependent variables to 
be output. The neurons are connected as follows: there is no 
connection between neurons in the same layer, and there is a 
connection between each neuron in two adjacent layers. 

Figure 1. Neural network structure diagram 

Figure 2 shows how a single neuron works. Where x is the 
output value of the previous layer of neurons. w is the weight 
between connected neurons, and its absolute magnitude 
represents the effect of the input signal on the neuron, with a 
positive or negative sign representing enhancement or 
inhibition of the input signal. f denotes the activation function, 
which can nonlinearize the neural network. θ is the bias, which 
allows the activation function to be shifted left or right on the 
axis, and the use of the bias can enhance the fit of neural 
networks. 

Figure 2. Working diagram of a neuron 

The neuron works in the following way: it accepts the 
weighted output values of each neuron from the previous layer 
as input values for this neuron. It then uses activation functions 
and bias for nonlinearization. Finally, it passes these values to 
the next layer of neurons. 

1

( 1,2,...., ; 1,2,...., ).
d

j ij i j
i

a f w x i d j s
=

 
= − = = 

 
 (3)

As an example, take the neural network shown in Figure 1. 
Equation 3 shows the process of passing data from the input 
layer to the hidden layer. Where aj indicates the output value 
of the jth neuron of the hidden layer, d and s represent the 
number of neurons in the input layer and neurons in the hidden 
layer, respectively.  

1

( 1,2,...., ; 1,2,...., ).
s

k jk j k
j

y f w a j s k n
=

 
= − = = 

 
   (4) 

Similarly, Equation 4 shows the process of passing data 
from the hidden layer to the output layer. Where yk denotes the 
output value of the kth neuron of the output layer, s and n 
represent the number of neurons in the hidden layer and the 
output layer, respectively.  

However, the ultimate goal is to obtain highly accurate 
output values. Therefore, a back propagation algorithm is used 
to continuously adjust the neural network in order to achieve 
a reduction in the loss function. In this paper, the mean square 
errors is used as the loss function to evaluate the performance 
of the neural network. 

* 2

1

1 ( ) .
2

n

k k
k

E y y
=

= − (5) 

The formula for the loss function is given in Equation 5. 
Where y is the output value and *y is the actual value. 

Δ ( 1,2,..., ; 1,2,..., )

( 1,2,..., ; 1,2,..., )

jk jk j
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j
ij ij i

ij j ij

Ew a j s k n
w

aE Ew x i d j s
w a w
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  

 = − = = = 


  = − = − = = =
    .

     

(6) 

The weights can then be adjusted according to the loss 
function using a backpropagation algorithm, calculated as 
shown in Equation 6. Where ∆w is the value of the change in 
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weights, δ is the error backpropagation signal, and η is the 
learning rate. The above is the working process of the neural 
network, but the training speed of the basic BP algorithm is 
too slow for practical applications. Therefore, it is necessary 
to use evolutionary algorithms to optimize the initial 
thresholds and weights of neural networks in order to improve 
their efficiency. 

3  Salp Swarm Algorithm 

Salp swarm algorithm (SSA) is a new swarm intelligence 
optimization algorithm for solving various optimization 
problems. SSA emulates the foraging behavior of salps in 
biology. Salp belongs to the Salpidae family, which is a 
community-dwelling organism in the deep sea. Unlike other 
social creatures, salp often forms a swarm called the salp chain, 
which can help salp forage better. In SSA, the chain is split 
into two parts: leaders and followers. The individual at the top 
of the chain is the leader and the others are considered 
followers. While foraging, the leader searches the space for 
food and followers follow the leader directly or indirectly.  

1 2( , ,...., ) ( 1, 2,...., ).i i i i
dimX X X X i n= = (7)

Mathematically, the position of each salp is defined as 
shown in Equation 7. Where dim is the dimension of the search 
space, n is the amount of salps. In addition, salp needs to 
constantly change positions when foraging. 

1 2 3

1 2
j

3

1
(( ) ) 0
(( ) ) 0

j j j j

j j j j

F c ub lb c lb c
F c ub lb c lb c

X
+ − + 

− − + 

= 
 .

(8) 

Equation 8 is the leader position update equation, where
1
jX and Fj indicate the position of the leader and the food 

source in each dimension, respectively, and Fj also represents 
the optimal solution of the objective function in the jth 
dimension. But during the foraging process, the location of the 
food is uncertain. In other words, the global optimal value of 
the problem to be solved is not known. In this case, suppose 
that the optimal solution (optimal fitness value) achieved so 
far is the food source. ubj and lbj denote the upper and lower 
bounds of the search space, respectively. The parameters c2
and c3 are random numbers in the [0,1] interval. In fact, they 
determine where the leader will move next and how far to go. 
c1 varies with the number of iterations. 

24( )

1 2 .
l

Lc e
−

= (9) 

In Equation 9, l is the current iteration and L is the 
maximum number of iterations. Equation 8 and Equation 9 
show how leaders update their positions based on the optimal 
solution. c1 is the most significant factor in SSA, and its value 
decreased adaptively in the iteration process. Therefore, c1 
plays the role of balancing exploration and production.  

After the position of leader is updated, the followers 
should move together. 

11 ( ).2
i i i
j j jX X X −= + (10) 

Equation 10 shows how the followers' positions are 
updated. Where i 2, i

jX shows the position of ith follower 
salp in jth dimension. In the formula it can be derived that the 
follower is directly or indirectly following the leader. 

Therefore, the foraging process can be turned into a 
process of searching for the optimal solution. The simplified 
steps of SSA are as follows. First, initialize the feasible 
solution of each individual. Secondly, calculate the fitness 
value for each individual. The solution of the individual with 
the most suitable fitness value is taken as the F. Finally, the 
individual solution are continuously updated to find the 
optimal solution until the end condition is satisfied. The 
pseudocode for SSA is shown in Algorithm 1, where N is the 
number of individuals. 

Algorithm 1. Pseudo code for Salp Swarm Algorithm (SSA) 
1: Initialize the feasible solution of N individuals, the current iteration 

number 1, and the maximum iteration number L. 
2: Calculate the fitness value for each individual. 
3: The solution of the individual with the most suitable fitness value was 

used as the F. 
4. while 1 ≤ L do

5:   for i = 1 to N do 
6:  if i==1 then 
7:  Update the solution of the leader according to the Equation (8). 
8: end if 

9:  Update the solution of the follower according to the Equation (10). 
10:  Calculate the fitness value for each individual. 
11:  Update the F. 
12:  end for 
13:  1 = 1 + 1 
14: end while 

4  Parallel Salp Swarm Algorithm 

In a computer system, parallelism means that multiple 
tasks are performed together at the same time. Therefore the 
same result can be gotten in a shorter period. This paper 
proposes a parallel salp swarm algorithm (PSSA), in which 
multiple populations can not only find the optimal value at the 
same time but also exchange information according to the 
communication strategy. This method not only increases the 
diversity of populations but also promotes cooperation 
between groups. Parallel algorithms that communicate with 
each other usually converge faster than the original algorithm 
and achieve smaller optimums. To achieve parallelism, the 
entire population is first divided into several sub-populations. 
Each sub-population then searches according to the SSA. 
When a set communication stimulus point is reached, the 
obtained information will be exchanged between the sub-
populations. Finally, the optimal solution from all sub-
populations will be used as a solution. Algorithm 2 is a new 
communication strategy proposed in this paper. 

Algorithm 2. A pseudo-code of communication strategy 
1: if meet the communication conditions  then 
2:  Generate random number C. 
3:  if C ≥ 0.5 then / / strategy 1 
4: for i = np/2 to np do / / np is the number of member in each group. 
5:  Update Xi according to Equation (11). 
6: end for

7:  else  / / strategy 2 
8:  Randomly select a follower to exchange identities with the leader. 
9:  end if 
10: end if 
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When the communication conditions are met, a random 
number C is generated. If C 0.5, then strategy 1 is executed, 
otherwise strategy 2 is executed. Strategy 1 is to mutate the 
values of some followers based on the obtained optimal value. 

1( 1) ( ( ) ( )) .i g i iX t W F F X t X t−+ =  + + + (11) 

Algorithm 3. A Pseudo code for Parallel Salp Swarm Algorithm (PSSA)
1: Initiate the feasible solution of N individuals, the current iteration number 1, 

and the maximum iteration number L. 
2: Set exchanging time m. / / communication once every m iterations. 
3: Evenly distribute N individuals into G group. 
4: Calculate the fitness value of each individual. 
5: Define the most suitable fitness value in the group g as Fg(g = 1, 2, …, G) 

and the most suitable fitness value in Fg as F. 
6: while 1 ≤ L do 
7:   for g = 1 to G do 
8:   for i = 1 to N/G do 
9:   if i == 1 then 
10:  Update the solution of the leader according to the Equation 8. 
11: end if

12:  Update the solution of the follower according to the Equation 10. 
13:  Calculate the fitness value of each individual. 
14:  Update F and Fg.  
15: end for 

16:  end for 
17:  if mod(1,m) =0 then 
18:  communication according to Algorithm 2. 
19:  Update F and Fg. 
20:  end if 
21:  1 = 1 + 1 
22: end while 

The update method is shown in Equation 11. Where Xi(t+1) 
denotes the position of the ith individual at t+1 iteration. F 
represents the position of the global food source, Fg represents 
the position of the food source in the same group. In fact, F is 
the global optimal solution and Fg is the group optimal solution. 
W is a number that linearly decreases from 0.25 to 0.05 
according to iteration. This approach uses F as well as Fg to 
perturb the position of the follower, changing the situation 
where the follower can only passively follow the leader and 
increasing its ability to develop local optimal solutions. 

Strategy 2 is to randomly select a follower in the group to 
exchange identities with the leader. This approach allows each 
follower the opportunity for global exploration. At the same 
time, the leader becomes a follower and can lead the 
surrounding followers to better explore the space around F. 

The steps of PSSA are as follows. First, initialize the 
feasible solution of N individuals in the domain and distribute 
them evenly among G groups. The solution of the individual 
in each group with the most suitable fitness value was labeled 
as Fg (g = 1, 2, ..., G). Label the most suitable of Fg as F. 
Algorithm 1 is then used to cycle through the search for the 
optimal solution. When the communication conditions are met, 
the communication between groups is carried out according to 
the algorithm 2. Finally, F is the optimal solution of the 
problem. The pseudo code of PSSA is shown in the algorithm 
3. 

5  Performance Analysis of Algorithms 

In order to test the performance of the proposed PSSA, this 
paper uses the benchmark function in [25] for illustration. This 

section will explain in three aspects: test function, parameter 
setting and experimental results. 

5.1 Test Function 

Table 4 to Table 6 in the appendix describes the details of 
the test function, where domain is the range of independent 
variables, the dimensions is the number of independent 
variables, and Opt represents the theoretical optimal value of 
the test function. The test function set consists of three parts: 
F1-F7 are unimodal functions, F8-F13 are multimodal 
functions, and F14-F23 are composite benchmark functions. 
These functions can fully test the performance of the algorithm. 
In addition, PSSA is compared to SSA, PSO, and PPSO. 
Where PPSO is the parallel particle swarm optimization. 

5.2 Parameter Setting 

The parameter settings of the four algorithms are shown in 
Table 1. The test parameters are set as follows: the number of 
population is 80, and the maximum number of iterations is 200. 
For the algorithm to join the parallel strategy, this paper set 
the exchange every 10 iterations. Each test function is run 30 
times, and then the average and variance are calculated as 
evaluation criteria. 

Table 1. Parameter setting 
Algorithm Parameters setting 
SSA/PSSA c2 and c3 are random values in 

[1, 0] 
PSO/PPSO Vmax = 6, Wmax = 0.9, 

c1 = 2, c2 = 2 

5.3 Results and Discussion 

Table 2 shows the best fitness values obtained by the four 
algorithms of SSA, PSSA, PSO and PPSO after 200 iterations. 
The ones marked in bold in the table are the optimal values of 
the winning algorithm. It can be seen that the PSSA has 
reached the minimum 13 times in total. Therefore, PSSA is 
excellent in finding the best. Figure 3 to Figure 5 shows the 
convergence curves of the four algorithms in each benchmark 
function. F1-F7 in Table 4 are unimodal functions, and there 
is only one global optimal solution. As can be seen in Figure 
3, for the unimodal function, although the convergence speed 
of PSSA becomes slower, the minimum adaptive value can be 
reached in the same number of iterations. F8-F13 in Table 5 
are multimodal functions, which has several local optimal 
solutions and a global optimal solution. It is usually used to 
test whether the algorithm can avoid falling into the local 
optimal solution. As shown in Figure 4, PSSA can bypass the 
local optima and obtain the optimal solution with higher 
accuracy. F14-F23 in Table 6 are test functions for other peak 
types. As can be seen from Figure 5, PSSA is slightly better 
than the other three algorithms. For F16-F22, PSSA can 
always find the best solution together with other algorithms. 
In general, the performance of PSSA is good. 
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Table 2. The results of simulation experiments 
Function SSA PSSA PSO PPSO 

Mean Std Mean Std Mean Std Mean Std 

F1 1.68E-01 1.79E-01 8.61E-07 3.42E-06 2.12E+02 1.17E+02 2.01E+01 7.46E+00 

F2 5.43E-04 2.50E-03 1.09E-05 5.95E-06 5.60E-03 2.77E-02 2.51E-01 2.39E-01 

F3 4.26E-03 1.74E-02 1.21E-07 3.45E-07 8.02E-04 8.98E-04 8.19E-02 8.18E-02 

F4 2.23E-05 8.87E-06 2.82E-05 2.40E-05 9.82E-02 3.55E-01 1.59E-01 1.02E-01 

F5 9.23E+01 1.33E+02 7.80E+00 1.32E+00 1.05E+01 1.75E+01 1.36E+01 2.63E+01 

F6 1.05E-09 3.65E-10 5.50E-09 3.78E-09 5.89E-05 3.22E-04 2.98E-03 4.84E-03 

F7 1.11E-02 7.50E-03 2.31E-04 2.61E-04 2.28E-03 1.76E-03 8.14E-03 4.84E-03 

F8 -2.85E+03 3.07E+02 -3.08E+03 2.51E+02 -2.56E+03 3.18E+02 -2.49E+03 3.21E+02 

F9 1.09E+01 5.39E+00 4.81E+00 2.53E+00 8.79E+00 3.63E+00 6.84E+00 3.80E+00 

F10 7.97E-01 1.11E+00 1.04E-05 3.28E-06 4.18E-01 6.12E-01 6.67E-01 5.64E-01 

F11 1.79E-01 8.28E-02 3.23E-02 2.50E-02 1.48E-01 6.77E-02 3.80E-01 1.56E-01 

F12 6.26E-01 9.22E-01 1.85E-02 5.96E-02 1.14E-01 2.65E-01 5.46E-02 1.22E-01 

F13 3.63E-03 5.91E-03 7.28E-04 9.91E-04 4.03E-03 1.81E-02 8.27E-03 8.89E-03 

F14 1.46E+00 9.28E-01 1.23E+00 5.01E-01 1.30E+00 4.63E-01 1.99E+00 1.22E+00 

F15 1.45E-03 3.59E-03 6.27E-04 2.68E-04 1.15E-03 3.64E-03 7.67E-04 5.67E-04 

F16 -1.03E+00 4.15E-14 -1.03E+00 4.30E-14 -1.03E+00 6.65E-16 -1.03E+00 6.12E-16 

F17 3.98E-01 7.12E-14 3.98E-01 8.78E-14 3.98E-01 0.00E+00 3.98E-01 0.00E+00 

F18 3.00E+00 3.54E-13 3.00E+00 3.92E-13 3.00E+00 1.40E-15 3.00E+00 1.77E-15 

F19 -3.86E+00 1.66E-08 -3.86E+00 1.61E-05 -3.82E+00 2.36E-02 -3.86E+00 2.52E-15 

F20 -3.22E+00 7.01E-02 -3.31E+00 4.18E-02 -2.28E+00 3.81E-01 -3.22E+00 2.17E-02 

F21 -7.81E+00 3.22E+00 -1.02E+01 5.67E-11 -2.44E+00 1.25E+00 -1.02E+01 2.21E-11 

F22 -8.08E+00 3.39E+00 -1.04E+01 5.13E-11 -2.28E+00 1.26E+00 -1.04E+01 6.39E-15 

F23 -9.65E+00 2.31E+00 -1.05E+01 4.74E-11 -2.26E+00 1.01E+00 -1.05E+01 1.82E-13 

Win 2 13 0 1 

(a) F1 (b) F2

(c) F3 (d) F4
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(e) F5 (f) F6

Figure 3. Convergence curves of benchmark functions 

(a) F7 (b) F8

(c) F9 (d) F10

(e) F11 (f) F12

Figure 4. Convergence curves of benchmark functions

(a) F14 (b) F15
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(c) F16 (d) F17

(e) F18 (f) F19

(g) F20 (h) F21

(i) F22 (j) F23

Figure 5. Convergence curves of benchmark functions

6  Applied PSSA Based Neural Network 

for Power Load Forecast 

The neural network fits the nonlinear relationship between the 
input vector and the output vector by learning training data, so 
as to realize the prediction of future data. Therefore, the 
performance of the neural network determines the accuracy of 
load forecasting. This section describes how to use PSSA to 
optimize a neural network and use the optimized neural 
network for load forecasting. In addition, this section also adds 
Sine Cosine Algorithm (SCA), Whale Optimization 
Algorithm (WOA), and their parallel versions PSCA and 
PWOA to compare the proposed PSSA. The experimental 
results show that the hybrid model of PSSA and neural 
network performs better in load forecasting. 

6.1 Proposed BPNN Combined with the PSSA 

The process of PSSA optimizing neural network is divided 
into two stages. The first stage is to optimize the structure of 
the neural network. This paper is based on a single hidden 
layer neural network. In the optimization algorithm, each 
individual represents the number of hidden layer neurons and 
then iterates until it converges to the optimal number of 
neurons. A sigmoid transfer function was used for the hidden 
layers, the learning rate of the neural network is set to 0.1, and 
the target error is 0.001. In addition, the initial values of the 
weights and thresholds have an important impact on the 
performance of the neural network. Therefore, the second 
stage is to optimize the initial weights and thresholds of the 
neural network. At this stage, each individual represents the 
weight and threshold components. Later, in the iterative 
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process, by constantly adjusting the size of the weights and 
thresholds, the neural network prediction performance is 
better. Finally, the best initial weight and threshold are 
obtained. Figure 6 shows the flow chart of PSSA and neural 
network cooperation. 

As can be seen in the flowchart, this paper uses the average 
error between the output value and the true value as a fitness 
function.  

*

1

/ /  .
n

i i i
i

f y y y n
=

 
= − 
 


        
(12) 

Equation 12 is the calculation function for the fitness value. 
Where y represents the actual result, *y is the output of the 
neural network, and n is the amount of training data. 

6.2 Data Information 

In order to ensure the accuracy of the hybrid model, this 
paper uses the standard data set provided by the 9th Modeling 
Competition [57], which selects the data set  
“China Electrical Engineering Society Cup” National 
Undergraduate Electrical Engineering Mathematical from 
January 1, 2012 to June 30, 2014 Load data of a certain area 
in China. In addition, the data set contains temperature, 
relative humidity, rainfall, the number of days of the week, 
whether it is a holiday, and the load value of a day. The load 
value of a day is the output vector, which has one component 
in total. The rest of the information is the input vector, with a 
total of 8 components. This article uses the data from January 
1, 2012 to May 31, 2014, as the training set, and uses the data 
from June 1, 2014 to June 30, 2014, as the test set to test the 
performance of the hybrid model. As shown in the next section, 
the data obtained show that the proposed model can accurately 
predict the load. 

Figure 6. PSSA optimized neural network flow chart 

6.3 Results and Discussion 

First, PSSA is used to optimize the structure of the neural 
network. All structures have 8 inputs and 1 output, but the 
number of neurons in the hidden layer is different.  

The optimal number of neurons in the hidden layer is 48 
in the final training. After determining the structure of the 

neural network, use PSSA to optimize the relevant weights 
and thresholds, and get a neural network with the best 
performance. Finally, the neural network is used to predict the 
load from June 1, 2014, to June 30, 2014. Figure 7 shows the 
actual load and the result of using neural network and hybrid 
model prediction, where the x-axis represents time and the y-
axis represents the load value. It can be seen that the optimized 
neural network is more accurate than NN. However, the neural 
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network optimized by SSA has a large deviation in predicting 
the load on the 6th day and the 18th day. In contrast, the 
prediction curve of PSSA and neural networks is relatively flat 
and is more in line with the real load value. It can be seen that, 
compared with SSA, the optimization result of PSSA is better. 
Figure 8 shows the prediction results of four parallel 
algorithms combined with neural networks. It can be seen that 
among the load curves predicted by the four models, the curve 
of PSSA is sandwiched in the middle and is closer to the actual 
load value. 

Figure 7. The forecast results of NN, SSA, PSSA 

Figure 8. The forecast results 

Table 3 shows the average prediction accuracy of all 
models. It can also be seen that the optimized neural network 
has better performance. Moreover, compared with other 
optimization algorithms, PSSA can achieve better prediction 
accuracy. 

Table 3. The prediction results 
Method Prediction accuracy (%) 

NN 87.64 
SSA 88.44 

PSSA 94.14 
PSO 88.76 

PPSO 91.48 
SCA 89.56 

PSCA 90.79 
WOA 88.24 

PWOA 90.22 

Figure 9 shows the prediction errors of the four mixed 
models with the highest prediction accuracy. It can be seen 
that the neural network optimized by PSSA has a relatively 
flat error curve. And the prediction error is closer to the zero 

horizontal line. Therefore, it can be concluded that PSSA can 
better optimize the neural network to obtain better prediction 
accuracy.  

Figure 9. The prediction error of four algorithms 

7  Conclusions and Future Work 

Accurate load forecasting enables power companies to 
reasonably schedule the start and stop of generators, maintain 
the safety and stability of grid operation, and have a good 
impact on the economy and society. However, neural 
networks have the disadvantages of slow speed and 
insufficient accuracy in predicting load. Therefore, this paper 
proposes a parallel salp swarm algorithm and uses it to 
optimize the structure and parameters of the neural network. 
First, 23 test functions are used to test the performance of 
PSSA. The experimental results show that PSSA performs 
well in exploration and development. And the convergence 
speed of PSSA is faster than SSA, but it still needs to be 
improved to further improve the performance of the algorithm. 
After that, four optimization algorithms are used to optimize 
the structure and parameters of the neural network. Finally, the 
optimized neural network is used to make predictions, and the 
results show that the hybrid model of PSSA and neural 
networks can achieve the highest accuracy. 

Nevertheless, the following work is still needed in the 
future. First, continue to improve the accuracy of forecasts. 
Second, study the influence of other hyperparameters in the 
neural network on prediction. Third, discuss the impact of 
different data on the performance of neural networks. Fourth, 
since the parallelism in this article is only theoretical 
parallelism, it can be implemented on multi-processors next. 

8  Appendix 

This appendix introduces the test functions in the literature 
[25]. The details of these test functions are shown in Table 4 
to Table 6. It consists of three parts: F1-F7 in Table 4 are 
unimodal functions, these functions have only one optimum 
and there are no local optima. These types of search spaces are 
appropriate for testing the convergence speed. F8-F13 in Table 
5 are multimodal functions, and F14-F23 in Table 6 are 
composite benchmark functions. These functions have more 
than one optimum, which make them suitable for 
benchmarking the local optima avoidance and explorative 
behaviour of optimization algorithms. 
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Table 4. Single-peak test function 

Number Function Domain Dimension Opt 

1 2
1

1

( )
M

j
j

F z z
=

= [-100, 100] 30 0 

2 2
1 1

( )
M M

j j
j j

F z z z
= =

= +  [-10, 10] 30 0 

3 
2

3
1 1

( )
jM

k
j k

F z z
= =

 
=  

 
  [-100, 100] 30 0 

4 4 ( ) , [1, ]j jF z max z j m=  [-100, 100] 30 0 

5 ( ) ( )
1 2 22

5 1
1

( ) 100 1
M

j j j
j

F z z z z
−

+
=

 = − + −
   [-30, 30] 30 0 

6 ( )2

6
1

( ) 0.5
M

j
j

F z z
=

 = +  [-100, 100] 30 0 

7 2
7

1

( ) [0,1)
M

j
j

F z j z rand
=

=  + [-1.28, 1.28] 30 0 

Table 5. Multi-peak test function 
Number Function Domain Dimension Opt 

8 ( )8
1

( )
M

j j
j

F z z sin z
=

= −  [-500, 500] 30 -12569

9 ( )2
9

1

( ) 10 2 10
M

j j
j

F z z cos z
=
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10 2
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1

1( ) 20 0.2
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1 1
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1
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j
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+
=
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1

( ,10,100,4),
M

j
j

u z
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1
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4
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j
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k z a z a
z
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k z a z a

 − 
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Table 6. Others-peak test function
Number Function Domain Dimension Opt 

14 
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1
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14 62
1
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5 1
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