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Abstract

The image companding is a simple image compression technique which is very easy to be implemented in the bandwidth-limited environment. This paper presents a simple way for improving the quality of decompressed image in the image companding task. The proposed method consists of two networks, namely Sub-band Network (SubNet) and Pixel Network (PixNet), for performing an image reconstruction. The SubNet module exploits the effectiveness of Stationary Wavelet Transform (SWT) and Convolutional Neural Network (CNN) in order to recover the lost information in the wavelet sub-bands basis. Whilst, the PixNet part applies CNN with identity mapping to improve the quality of initial reconstructed image obtained from the SubNet module. As reported in this paper, the proposed method outperforms the former existing schemes in the image companding task. It has also been proven that the proposed method is able to improve the quality of reconstructed image with some simple steps.
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1 Introduction

The image companding stands for Compression and Expanding terminology [1]. The image compression reduces the required bits for representing an image in compact form. Whereas, the image expanding recovers back the image from low bits representation into its original number of bits. The image obtained from the expanding stage is often referred as an expanded image. Several methods have been developed and successfully reported for improving the quality of an expanded image. Most of them are with handcrafted features, i.e. all features are simply designed and engineered using formal mathematical calculation. The former scheme in [2] utilizes T-Law technique in order to increase the quality of expanded image. While the method in [3] simply exploits the convolutional sparse representation. Even though they produce a good result, however, their performances are still inferior compared to the former method in [4]. The method in [4] is developed based on the recent advance of deep learning approach.

The deep learning approaches, especially the CNN frameworks, have been effectively and successfully applied for various applications in the image processing and computer vision tasks [4-17]. The CNN framework has driven some huge developments in image companding [4], inverse halftoning [4, 9], image compression [5], super resolution [6], image denoising [7], image enhancement [8], color recovery [10], target detection [11-13], and the other applications. The proposed method presented in this paper is inspired from the successfulness of CNN architecture to increase the quality of expanded image. It is built by integrating the CNN and SWT. The proposed method is suitable to be adopted for bandwidth-limited image transmission as well as in the network requiring the privacy preservation [18], and packet filtering network [19]. The proposed method can also be extended into another applications such as in the image steganography [20], image watermarking [21], etc. Herein, the proposed method can be utilized to reconstruct or estimate the original image from the stego-image or watermarked image. The proposed method performs an end-to-end mapping from stego-image and watermarked image under the SWT and CNN frameworks.

The rest of this paper is then organized as follow: Section II gives introduction about the image companding technique in the bandwidth-limited image transmission. Section III presents the proposed deep learning architecture for improving the quality of expanded image. Section IV reports and discusses the experimental findings obtained from our proposed method. The end of this paper marks the conclusions for the proposed method.

2 Image Companding

A brief introduction of image companding is presented in this section along with its application in the bandwidth-limited image transmission. The image companding terminology refers to the usage of image compression and expanding for storage and transmission. The image compression aims to reduce the number of bits for representing each pixel over an image. Whereas, the image expanding forces back the lower bits for each pixel into its original number of bits. For example, suppose that we have an image with 8 bits representation of each pixel. The image compression may decrease this required bits into only 2 bits representation. While, the image expanding performs the hard inverse problem by converting 2
bits representation into 8 bits. Thus, the quality of decoded image is reduced compared to that of the original version.

Let $I$ be an original image of size $M \times N \times C$, where $M$ and $N$ denote an image height and width, respectively. The symbol $C$ presents the number of color channels used to represent the image $I$, i.e. $C = 1$ and $C = 3$ are for grayscale and color space, respectively. Suppose that each pixel over each color channel is represented with $h$ bits. The image compression reduces this required bits into lower bits using the following hard thresholding computation:

$$\hat{I} = \lfloor I/Q \rfloor,$$

(1)

where $\hat{I}$ and $\lfloor \cdot \rfloor$ denote the compressed image and mathematical floor operator, respectively. This resulted image is still with the original size, i.e. $M \times N \times C$. The symbol $Q$ indicates a specific quantizer, which is defined as $Q = 2^{h-1}$, where $l$ is the number of bits in lower bit representation. From this computation, the quality of $\hat{I}$ is reduced compared to $I$.

The inverse computation can be performed in order to recover back or estimate the original image from its compressed version $\hat{I}$. This process is formally defined as follow:

$$\hat{I} = I \cdot Q,$$

(2)

where $\hat{I}$ is an expanded image. The size of this image is still identical to that of the original image, i.e. $M \times N \times C$. A simple computation in (2) effectively recovers back an image from lower bits representation $l$ into $h$ high lower bits representation. However, the quality of $\hat{I}$ is inferior compared to $I$ since of the floor operation in (1). In the subsequent discussions, we refer $\hat{I}$ and $\bar{I}$ as the Low Definition Range (LDR) image and High Definition Range (HDR) image, respectively.

The image companding technique is very useful in the bandwidth-limited image transmission. Figure 1 illustrates the usage of image companding in bandwidth-limited networks. An original image may not be able to be transmitted in the communication environment with very low or limited bandwidth available. Thus, it is required to reduce the number of bits before transmitting this image. The image compression along with entropy coding can be applied to reduce the required bits of an image. The compressed data-streams with lower bits representation is further transmitted from sender to receiver over the internet network or cloud services. The receiver party simply accepts the compressed data stream. By applying an inverse entropy coding and image expanding techniques, the receiver is able to obtain an expanded image. Thus, the image companding helps two parties for communication over bandwidth-limited network. Figure 2 depicts examples of image companding over various bits. As shown in this figure, the quality of expanded image is degraded compared to that of the original version.

3 Proposed Method

This section presents the proposed method for improving the quality of expanded image. As we know, an expanded image $\bar{I}$ is with lower quality compared to the original version $I$. The proposed method exploits the deep learning superiority to improve the quality of expanded image. Our goal is to obtain an improved image as similar as possible to the original image. The proposed method consists of Sub-band Networks (SubNet) with DSWT and Pixel Correction Network (PixNet) modules. The full explanation of proposed architecture is given as follow.

3.1 Stationary Wavelet Transform

The Stationary Wavelet Transform (SWT) performs image decomposition with un-decimated wavelet basis. It transforms an image into a set of redundant wavelet sub-bands. These redundant sub-bands are the results of avoiding the downsampling and upsampling operations as usually applied in ordinary wavelet transforms. Thus, the resulted image sub-bands are of identical size to the original image. However, the SWT has shortcoming in the translation invariances. Let $A$ be a two dimensional image of size $M \times N$. The SWT decomposes this image as follow:
\[ S^k(A^k_L^{-1}) = S = \{A^k_0| \theta = LL, LH, HL, HH\}, \]  

for \( k = 1,2,...,L \), where \( A^k_0 \) and \( S^k(\cdot) \) denote the \( k \)-level of SWT transformed image sub-band and SWT operator, respectively. We use an initial condition as \( A^0_{LL} = A \). After applying the SWT over \( L \), the set \( S \) is now with the size \( M \times N \times (3L + 1) \). An example of SWT sub-band is given in Figure 3. It is clear that the SWT sub-band of the original image with 8 bits representation is totally different from SWT sub-band of the expanded image with 2 bits representation. In our proposed method, the information contained in \( S \) is very important in the image companding reconstruction.

\[ F^k \{S = \{A^k_0| \theta = LL, LH, HL, HH\}\} \Rightarrow A^{k-1}, \]  

for \( k = L, L - 1, ..., 1 \), where \( F^k(\cdot) \) denotes the ISWT operator. The ISWT result is identical or with a slight deteriorate under some extends compared to the original image. In addition, the SWT operation can be directly applied to the color image by processing each color component individually.

**3.2 Sub-bands Network (SubNet)**

The first block in our proposed method is called Sub-bands Network (SubNet) as depicted in the upper part of Figure 4. The SubNet consists of convolution+ReLU [14] layer, a set of residual networks, convolution+ReLU after element-wise addition, and a single convolution layer. It aims to recover the SWT sub-bands from an expanded image or HDR image. The SubNet receives the SWT decomposed sub-bands from an expanded image \( \tilde{I} \) as the network input. Let \( S \) be a set of SWT sub-bands of expanded image. The \( S \) is of size \( M \times N \times 3(3L + 1) \), since the expanded image is in three dimensional color space. The SubNet firstly processes the input \( S \) individually using convolution+ReLU as follow:

\[ x_{in} = \eta(w_{in} \ast S + b_{in}), \]  

where \( w_{in} \) and \( b_{in} \) are the weights and biases in the input (first) layer. The symbols \( \ast \) and \( \eta(\cdot) \) denote the convolution and ReLU operators, respectively. While \( x_{in} \) is the feature maps produced from this layer.

![Figure 3. The SWT results](image)

The Inverse Stationary Wavelet Transform (ISWT) recovers an image into its original signal with the inverse decomposition technique. The ISWT is formally defined as follow:

\[ F^k \{S = \{A^k_0| \theta = LL, LH, HL, HH\}\} \Rightarrow A^{k-1}, \]  

where \( A^k_0 \) is the residual network or corrected image after element-wise addition. A skip connection approach [15] is applied at the end of residual blocks. The element-wise addition between the residual information is performed as follow:

\[ x_m = \eta(w_m \ast [x_{D+1} + x_{in}] + b_m), \]  

where \( x_m, w_m, \) and \( b_m \) are obtained feature maps, weights, and biases after element wise addition, respectively.

The SubNet finally performs a single convolution layer as follow:

\[ S_r = w_o \ast x_m + b_o, \]  

where \( w_o \) and \( b_o \) are the weights and biases from last (output) layer, respectively. The symbol \( S_r \) denotes the reconstructed SWT sub-bands. After applying the ISWT, we obtain an initial reconstructed image \( I_r \).

**3.3 Pixel Correction Network (PixNet)**

The PixNet accepts the initial reconstructed image \( I_r \) as its input. The PixNet consists of convolution+ReLU, two elements of convolution+normalization layer+ReLU, and a single convolutional layer. These convolutional layers yield a residual information about an enhanced image. An enhanced image can be simply computed by performing element-wise addition by applying an identity mapping [15], as follow:

\[ I_e = I_r + I_c, \]  

where \( I_c \) is the residual information or corrected image after a series of convolutional layers in PixNet, and \( I_e \) is the final enhanced image, i.e. the improved quality of expanded image \( I \).

The proposed SubNet and PixNet exploit the Mean Squared Error (MSE) as the loss function. This function is exposed during the training process. It measures the network performance as well as gives guidance for the learning process. The loss function of SubNet is in \( l_1 \)-norm. The PixNet
employs the $l_2$-norm loss function with an additional auxiliary Total Variational (TV) over weight $1 \times 10^{-5}$. It is to further suppress the removed detail of an image produced by SubNet.

4 Experimental Results

Some experimental results from the proposed method are reported in this section. It includes the report about the parameters tuning for the proposed architecture, the effect of network parameters, visual investigation, and the performance comparisons between the proposed method and the other schemes. For objective measurement, we simply overlook the Peak-Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) to measure the similarity between the enhanced image and original image. The enhanced image is also referred as corrected HDR image produced by the proposed networks. Better quality of enhanced image is indicated with higher score of PSNR and SSIM, respectively.

4.1 Parameters Tuning for Network Architecture

We firstly perform the parameters tuning for the proposed network architecture and report it in this subsection. The proposed method requires three different image datasets, namely training, validation, and testing sets. The training and validation sets are for the learning purposes. The training set consists of all images downloaded from DIV2K train $\times 3$ and $\times 4$ [16]. While, the validation set is composed from 20 images randomly picked from DIV2K valid $\times 4$ [16]. Figure 5 and Figure 6 show image samples used as training and validation sets, respectively. These two image sets contain a set of images with various underlying information, such as rich image details, colorfull appearances, various image activities, different artistics sides, etc. The prospective readers are suggested to refer the online version of this paper for better visual inspection of all images and experimental results.

Figure 5. Some image samples in the training dataset

Figure 6. A set of images as validation set

We utilize the Adam optimizer [17] with initial values of $\beta_1$ and $\beta_2$ as 0.9 and 0.999, respectively, to perform the back-propagation of our proposed network. Herein, the proposed SubNet and PixNet architectures use identical learning rate, i.e. $1 \times 10^{-4}$, in which this value is divided by factor 1.5 on every five epochs. The learning process takes the $l_1$ and $l_2$-norm for SubNet and PixNet, respectively, as the loss functions. An instance batch normalization is chosen during the training process, with the batch size 16. We set the number of epochs is 30 indicating that there are about 67K updates performed on the network architectures. In the network parameters tuning, we set the lower bit representation as $l = 4$.

In the first experiment, we investigate the effect of different number of features. Herein, we consider the effect of number of features $N = \{16, 32, 64\}$, by fixing the number of residual blocks in SubNet as 4. The convolution layers for PixNet are the same as used in Figure 4. Figure 7 displays the loss function in terms of average PSNR values measured from the validation set. As it can be seen from this figure, the number of features $N = 64$ gives the best performance.

Figure 7. Effects of different number of feature maps

Subsequently, we observe the effect of residual blocks on the SubNet. In this experiment, the number of features is set as $N = 64$. The proposed method performance is later examined under various number of residual blocks, i.e. $K = \{2, 4, \ldots, 10\}$. The number of convolution layers is identically set as used in Figure 4. Figure 8 depicts the loss function obtained from validation set over various number of residual blocks. This figure points out that $K = 6$ yields the best configuration for the number of residual blocks in SubNet. Yet, the proposed method with $N = 64$ and $K = 6$ will be utilized for the later usage in the testing process.

Figure 8. Effects of different number of residual blocks
4.2 Visual Inspection of Proposed Method

This sub-section reports the proposed method performance visually. All images from the Kodak dataset shown in Figure 9 are turned as testing images. These images are in natural appearance with various color compositions and varieties. The SubNet and PixNet use the optimum parameters setting as obtained in the previous sub-section. In the visual investigation, the quality of enhanced image is simply judged by human vision. Figure 10 and Figure 11 demonstrate the ability of proposed method for enhancing the qualities of Airplane and House images with four bits representation for each pixel, i.e. \( l = 4 \). Herein, the testing images are with 4 bits representation for LDR image. These two figures show the superiority of the proposed method for enhancing the quality of LDR image in terms of visual inspection. Thus, the proposed method is most preferable in the image companding task compared to the other schemes.

![Figure 9. A set of testing images from Kodak dataset](image1)

![Figure 10. Visual comparisons between the proposed method and former schemes on Airplane image](image2)

![Figure 11. Another visual comparisons on House image](image3)

4.3 Performance Comparisons Against the Former Schemes

An additional experiment is also performed to measure the proposed method performance compared to the former existing schemes. In this experiment, we take all images in the testing set to perform image companding and quality enhancing by executing our proposed network with optimized network parameters. We investigate the proposed method performance by observing various bits representation, i.e. \( l = \{2, 3, ..., 5\} \). We compute the average PSNR and SSIM scores to further perform comparisons against the former schemes [1, 3-4]. Table 1 and Table 2 tabulate the average PSNR and SSIM scores, respectively, over all testing set. These tables also summarize the comparisons between the proposed method and former schemes [1, 3-4]. In these two tables, the best values are given in the bold face, whereas the second best scores are indicated with the red color. These two tables clearly reveal that the proposed method outperforms the former existing schemes in the image companding scheme as indicated with the highest average PSNR and SSIM values. It can be concluded that the proposed method is the best candidate for image enhancement in the image companding task over bandwidth-limited environment. The proposed method can be simply extended into various applications requiring the reconstruction process such as in the aerospace field, commercial graphics, etc. In the aerospace field, the proposed method can enhance the quality of aerospace objects captured from the sky camera. The proposed method can also improve the quality of degraded image for commercial graphics. Herein, these two problems are similar to the image companding task. They can be regarded as ill-posed inverse imaging problem. Yet, the proposed method is suitable for ill-posed inverse imaging problem.

| Table 1. Objective performance comparisons in terms of average PSNR |
|-----------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Methods               | 2 bits | 3 bits | 4 bits | 5 bits | Average |
| Naïve Companding      | 17.49  | 23.48  | 29.75  | 36.17  | 26.72  |
| 2D T-Law [1]          | 13.08  | 17.48  | 23.94  | 28.77  | 20.82  |
| Vector Quantization   | 22.19  | 24.83  | 25.77  | 27.59  | 21.06  |
| Conv. Sparse Coding   | 22.22  | 30.49  | 34.11  | 35.41  | 30.56  |
| U-Net [4]             | 22.23  | 30.50  | 36.22  | 41.16  | 32.53  |
| Proposed Method       | 24.68  | 32.93  | 39.26  | 43.58  | 35.11  |

| Table 2. Performance comparisons in terms of average SSIM |
|----------------------|-----------------|-----------------|-----------------|-----------------|
| Methods               | 2 bits | 3 bits | 4 bits | 5 bits | Average |
| Naïve Companding      | 0.589  | 0.838  | 0.949  | 0.986  | 0.841  |
| 2D T-Law [1]          | 0.411  | 0.744  | 0.904  | 0.971  | 0.758  |
| Vector Quantization   | 0.637  | 0.775  | 0.831  | 0.876  | 0.780  |
| Conv. Sparse Coding   | 0.678  | 0.904  | 0.959  | 0.970  | 0.878  |
| U-Net [4]             | 0.670  | 0.905  | 0.964  | 0.989  | 0.882  |
| Proposed Method       | 0.780  | 0.945  | 0.984  | 0.994  | 0.926  |

5 Conclusions

This paper has presented a simple technique for enhancing the quality of expanded image on the bandwidth-limited transmission. The proposed method is developed based on the effectiveness of CNN framework. It consists of two networks, namely SubNet and PixNet. The Experimental Results section validates the superiority of the proposed method in comparisons with the former existing schemes. Thus, the proposed method can be plugged as a post-processing step in...
the image companding over the bandwidth-limited transmission environment.

For the future works, more recent advances in deep learning technique can be exploited to replace the CNN module. The CNN layer in the proposed method can be substituted with recent generative adversarial networks, transformer networks, deep learning networks with visual attentions, and another techniques. The optimization modules including various lost functions can be further investigated to achieve more optimum reconstruction results. In addition, the SWT can also be exchanged with the decimated wavelet or another type of wavelet transformation to yield a better quality on the reconstructed companded image. Another reversible image transformations should be taken into account as another promising option for replacing the wavelet transform.
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