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Abstract 
 

QUasi-Affine TRansformation Evolutionary (QUATRE) 
is an excellent algorithm that generalized differential 
evolution algorithm to matrix form. There are two approaches 
of Binary QUATRE (BQUATRE) algorithm that convert the 
continuous search space to the binary one. The convergence 
process of meta-heuristic algorithms can be regarded as two 
stages: exploration and exploitation. Generally speaking, 
transfer function plays an important role in the binary meta-
heuristic algorithms. Therefore, four families of transfer 
functions are converted into the time-varying form to balance 
the exploration and exploitation. In particular, a new time-
varying formula for the V-shaped, U-shaped and Z-shaped 
transfer functions is designed in this manuscript. Then, two 
new approaches of BQUATRE algorithm using the time-
varying transfer functions are proposed. In addition, a wrapper 
feature selection algorithm is designed based on the proposed 
time-varying BQUATRE. In order to verify the performance 
of the proposed algorithms, the UCI repository is used in the 
experiment and the results show that the proposed algorithms 
are superior to the original BQUATRE and the state-of-the-art 
algorithms. 
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1  Introduction 
 

In the past few decades, many researchers have developed 
various effective meta-heuristic optimization algorithms 
inspired by bionics. Particle Swarm Optimization (PSO) [1-4] 
simulated the foraging behavior of birds to obtain the optimal 
solution; Cat Swarm Optimization (CSO) [5-6] mimicked cats 
hunting behavior to get the optimal solution; Moth Flame 
Optimizer (MFO) [7] described an effective mechanism for 
moths to maintain a fixed Angle to the moon when they fly at 
night. Sine Cosine Algorithm (SCA) [8-9] creates multiple 
initial random candidate solutions and requires them to either 
wave outward or use a mathematical model based on Sine and 
Cosine functions to wave toward the optimal solution. Pigeon 
Inspired Optimization (PIO) [10-11] is designed by 
mimicking the homing behavior of the pigeon; Dragonfly 
Algorithm (DA) [12-13] is proposed to simulate the social 
interaction of dragonflies while navigating, finding food, and 
avoiding enemies.  Fish Migration Optimization (FMO) [14-

15] is inspired by the fish migration, the migration and the 
swimming model are integrated into the optimization process. 
Flower Pollination Algorithm (FPA) is generated by the 
pollination process of flowers [16-17]. 

In particular, QUATRE was proposed in paper [18] to 
improve the drawback of Differential Evolution (DE) that did 
not achieve equilibrium search in search space without prior 
knowledge. The binary version of QUATRE (B QUATRE) 
was proposed in paper [19] and used in hyperspectral image 
processing. In [20], a novel E-QUATRE algorithm in which 
an automatically generated evolution matrix with self-
adaptive mechanism and an adaptive control parameter is 
proposed for the enhancement of the QUATRE algorithm. A 
hybrid algorithm WOA-QT based on the whale optimization 
(WOA) and the quasi-affine transformation evolutionary 
(QUATRE) algorithm is shown in the paper [21], which is 
used in Wireless Sensor Network (WSN) positioning. A 
surrogate-assisted quasi-affine transformation evolutionary 
(SA-QUATRE) algorithm was designed in the paper [22], 
which greatly reduced the running time. In Ref. [23], the O-
QUATRE algorithm was actually implemented as a 
combination of both the QUATRE algorithm and the 
orthogonal array, both of which together secured an overall 
better performance on complex optimization problems. 

For the binary version of the meta-heuristic algorithm, the 
role of the transfer function (TF) is very important. In recent 
years, scholars have proposed some time-varying transfer 
functions.  A time-varying transfer function for balancing the 
exploration and exploitation ability was presented for binary 
PSO (BPSO) in paper [24] and a time-varying mirrored S-
shaped transfer function was proposed for BPSO in paper [25]. 
In paper [13], the time-varying transfer function was used on 
Binary dragonfly optimization. In Ref. [26], the whale 
optimization algorithm (WOA) with time-varying transfer 
function was proposed for feature selection and obtained 
excellent performance. Furthermore, evolutionary algorithms 
can also be used for feature selection based on deep learning. 
A hybrid classification approach for COVID‑19 images by 
combining the strengths of convolutional neural networks 
(CNN) to extract features and Marine Predators Algorithm 
(MPA) to select the most relevant features was proposed in 
paper [27]. Then, a bi-stage feature selection approach based 
on DA for deep features was designed in paper [28]. Therefore, 
it is necessary to apply the time-varying transfer function to 
binary QUATRE algorithm. In addition, the S-shaped transfer 
functions are converted into time-varying form by scholars so 
far, and the U-shaped and Z-shaped transfer functions have not. 
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So we designed a new time-varying formula for the V-shaped, 
U-shaped [29] and Z-shaped [30] transfer functions in this 
manuscript. 

Dimensionality reduction is a very important 
preprocessing process in machine learning tasks [31-32]. 
Feature extraction and feature selection are both 
dimensionality reduction methods. The feature extraction 
method is mainly through the relationship between attributes, 
such as the combination of different attributes to get new 
attributes, so as to change the original feature space. The 
method of feature selection is to select a subset from the 
original feature data set, which is an inclusive relationship 
without changing the original feature space [33]. Feature 
selection is widely used in image recognition [34], text 
classification, and natural language processing and 
recommendation algorithms. 

The main contributions of this paper are concluded as 
follows: 
(1) A novel time-varying formula for the V-shaped, U-

shaped and Z-shaped transfer functions is designed for 
the first time at this manuscript. 

(2) A new binary QUATRE algorithm using time-varying 
transfer functions is proposed. 

(3) This manuscript investigates the exploration and 
exploitation behavior of binary QUATRE with existing 
transfer functions and identifies their possible effects on 
the balance between exploration and exploitation. 

(4) It implements feature selection based on the proposed 
algorithm. 

The rest of the paper is organized as follows. Section 2 
shows the related works include QUATRE and Binary 
QUATRE. Section 3 describes the time-varying transfer 
functions and the proposed algorithm. Section 4 is 
experimental results and analysis on feature selection. Section 
5 depicts the main work of the paper and gives some 
suggestions for further work. 
 
2.  Related Works 
 
2.1 The Standard QUATRE Algorithm 
 

As it is known to all, the affine transformation can be 
defined by the following formula: X MX B= + . The 
evolutionary framework used by the QUATRE algorithm is 
similar to affine transformation; the detailed evolution mode 
is given in Eq. (1). 
 

ˆ ˆ  X M X M B=  +                    (1) 

 

Where   is the bitwise multiplication of matrix 
elements. 𝑋̂ is the position matrix, 𝑋̂ =
(𝑋1, 𝑋2, ⋯ , 𝑋𝑖 , ⋯ , 𝑋𝑝𝑠)𝑇 , where 𝑝𝑠  is the population size, 
𝑋𝑖 = (𝑥𝑖,1, 𝑥𝑖,2, ⋯ , 𝑥𝑖,𝑑 , ⋯ , 𝑥𝑖,𝐷)(𝑖 = 1, 2, ⋯ 𝑝𝑠; 𝑑 =

1, 2, ⋯ 𝐷)  is the position vector of particle 𝑖  , 𝐷  is the 
individual dimension. 𝐵  is the evolution guidance matrix, 
and its function is similar to the differential operation in 
differential evolution. 𝐵 can be generated in many schemes, 
six of which are described in Table 1, where 
𝑋̂𝑟,1, 𝑋̂𝑟,2, 𝑋̂𝑟,3, 𝑋̂𝑟,4 and 𝑋̂𝑟,5 are random matrixes, 𝐹 is the 
scaling factor, we usually constrain  𝐹 ∈ [0, 2]. 𝑋̂𝑔𝑏𝑒𝑠𝑡  is a 

matrix which can be obtained from Eq. (2), where 𝑋𝑔𝑏𝑒𝑠𝑡 is 
the global best particle. 
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𝑀 is the binary evolutionary cooperation matrix, 𝑀̄ is a 

matrix of binary inverse operations about 𝑀. Both 𝑀 and 𝑀̄ 
are made up of 0 and 1  . A special case of 𝑀 and 𝑀̄ is 
shown in Eq. (3). 
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The evolutionary cooperation matrix 𝑀 can be obtained 

from its initial matrix 𝑀𝑖𝑛𝑖𝑡  which is a lower triangular 
matrix. Then, randomly swap each row and each column of 
𝑀𝑖𝑛𝑖𝑡, the 𝑀can be obtain. In this way, QUATRE can achieve 
equilibrium search in search space. Eq. (4) describes the 
process of the transformation from 𝑀𝑖𝑛𝑖𝑡  to 𝑀  when the 
population size 𝑝𝑠 is equal to the dimension 𝐷. 
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If 𝑝𝑠 > 𝐷 , the number of rows in evolutionary 

cooperation matrix 𝑀 should be expanded according to 𝑝𝑠 
Eq. (5) gives the expansion when the population size 𝑝𝑠 
satisfies 𝑝𝑠 = 𝑠 ∗ 𝐷 + 𝑘  and 𝑝𝑠%𝐷 = 𝑘  ( % is the 
complementary operation). In detail, the first 𝑠 ∗ 𝐷 rows of 
𝑀𝑖𝑛𝑖𝑡 is consist of 𝑠 times lower triangular matrices, and the 
last 𝑘  rows is the first 𝑘 rows of the triangular matrix. If 
𝑝𝑠 < 𝐷, we can do similar operations to extend the columns 
of matrix 𝑀𝑖𝑛𝑖𝑡 according to 𝐷. 
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2.2 The Binary QUATRE Algorithm  
 

QUATRE algorithm is designed for continuous search 
space but many optimization problems are binary ones. 
Therefore, the binary QUATRE maps the continuous search 
space to the binary ones. There are two approaches of the 
Binary QUATRE algorithm. The first approach of Binary 
QUATRE algorithm (BQUATRE1) is described as follows. 
First of all, obtain the expanded cooperative search matrix 
𝑀 from 𝑀𝑖𝑛𝑖𝑡  according to Eq. (5). 𝑀̄  can be computed 

through binary inverse operation on the matrix 𝑀. Secondly, 
select one mutation strategy from Table 1 to calculate matrix 
𝐵, and then the position 𝑋̂ can be got by Eq. (1) that is a 
continuous matrix. Next, take the sigmoid transfer function as 
an example, the sigmoid function is used to convert every 
element of the continuous 𝑋̂ to the binary matrix by Eq. (6) 
and Eq. (7), where 𝑥𝑖,𝑑

𝑐𝑜𝑢𝑡 denotes the element 𝑥𝑖,𝑑  is a 
continuous variable and 𝑥𝑖,𝑑

𝑏𝑖𝑛 denotes the element is a binary 
one. The following steps are the same as the original 
QUATRE and will not be repeated. 

 
Table 1. The six schemes of Matrix B calculation in QUATRE algorithm 
Number QUATRE/B Equation 

1 QUATRE/best/1 𝐵 =  𝑋𝑔𝑏𝑒𝑠𝑡,𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺)  

2 QUATRE/rand/1 𝐵 = 𝑋𝑟1,𝐺 + 𝐹 × (𝑋𝑟2,𝐺 − 𝑋𝑟3,𝐺)  

3 QUATRE/target/1 𝐵 =  𝑋𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺)  

4 QUATRE/target/2 𝐵 =  𝑋𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺) + 𝐹 × (𝑋𝑟3,𝐺 − 𝑋𝑟4,𝐺)  

5 QUATRE/rand/2 𝐵 =  𝑋𝑟1,𝐺 + 𝐹 × (𝑋𝑟2,𝐺 − 𝑋𝑟3,𝐺) + 𝐹 × (𝑋𝑟4,𝐺 − 𝑋𝑟5,𝐺)  

6 QUATRE/best/2 𝐵 = 𝑋𝑔𝑏𝑒𝑠𝑡,𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺) + 𝐹 × (𝑋𝑟3,𝐺 − 𝑋𝑟4,𝐺)  
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The second approach of binary QUATRE algorithm 

(BQUATRE2) only converts the mutation matrix 𝐵  to the 
binary. The process is shown as follows. The first step is the 
same as the first one in BQUATRE1, that is, 𝑀 and 𝑀̄can be 
got according to Eq. (5). The mutation matrix 𝐵 is selected 
from Table 1. The particle 𝑖 of 𝐵 in 𝑑 dimension can be 
denoted as 𝑏𝑖,𝑑(𝑖 = 1, 2, ⋯ , 𝑝𝑠; 𝑑 = 1, 2, ⋯ , 𝐷). The sigmoid 
function is used on matrix 𝐵 as shown by Eq. (8). 
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The range of 𝑇(𝑏𝑖,𝑑

𝑐𝑜𝑛𝑡) is [0,1], which can be convert to 
binary according to Eq. (9). 
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For the formula 𝑋̂  =  𝑀 ⊗ 𝑋̂ + 𝑀̄ ⊗ 𝐵, 𝑀 and 𝑀̄ are 
binary, and 𝐵 can be convert to binary through Eq. (8) and 
Eq. (9). Therefore, 𝑋̂ is a binary matrix. 

Since the transfer function and scale factor 𝐹 combined 
to determine the probability of conversion in the proposed 
binary QUATRE. A linearly increasing scale factor is used in 
BQUATRE as shown in Eq. (10), where 𝑀𝐴𝑋𝐼𝑇𝐸𝑅 is the 
maximum number of iteration, 𝐹𝑚𝑎𝑥  and 𝐹𝑚𝑖𝑛 are the 

predetermined maximum and minimum values of scale factor 
𝐹. Usually, we set 𝐹𝑚𝑎𝑥 = 2 and 𝐹𝑚𝑖𝑛 = 0. 

 

max min( ) GF F F
MAXITER

= −  .      (10) 

 
3.  The Proposed Algorithm  
 

3.1. The Time-varying Transfer Functions 
 

The process of the meta-heuristic algorithms can be 
divided into two stages: exploration and exploitation. 
Generally speaking, more attention is paid to exploration at the 
early stage of iteration, so that more possibilities can be 
explored and local optimal solutions can be avoided. In the 
later stage of iteration, more attention is paid to exploitation, 
the approximate interval of the optimal solution has been 
found at this time, and the optimal solution needs to be found 
in this local area. Based on this, a dynamic time-varying 
transfer function is designed in paper [24] to balance the 
exploration and exploitation of BPSO. 

The slope of the transfer function can be calculated to 
evaluate the velocity trend, because the slope indicates the 
switching speed of position. It is indicated that the slope is 
inverse to the value of |𝑥|, while the slope is large when the 
value of |𝑥| is small [35]. 

Inspired by paper [24], an effective strategy to mitigate 
this problem in the BQUATRE is to update the S-shaped TF 
and design a new model of TFs as shown in Table 2, where 𝜏 
is a time-varying variable that got by Eq. (11), where 𝑖𝑡𝑟 is 
the current iteration, 𝑖𝑡𝑟𝑚𝑎𝑥 is the maximum number of 
iterations, and 𝜑𝑚𝑎𝑥 , 𝜑𝑚𝑖𝑛  are the bounds on the control 
parameter 𝜑. 

 

       max min
max

max

= itr
itr

 
 

−
−             (11) 



428 Journal of Internet Technology Vol. 23 No. 3, May 2022 
 

 

The curve of transfer function 𝑆1 is shown in Figure 1(a), 
where 𝜑𝑚𝑖𝑛 = 0.1 and 𝜑𝑚𝑎𝑥 = 10. The transfer functions 
used in the algorithm vary from “Initial shapes” to “Final 
shapes” as the number of iterations increases. It clearly 
indicated that the curve 𝑆(𝜑𝑚𝑎𝑥)  linearly increase as the 
velocity value increase, which is much slower than the other 
curves. For each given velocity value, the curve 𝑆(𝜑𝑚𝑎𝑥) 
provides the highest amount of bit flipping probability because 
the curve is the closest to the probability value of 0.5 than any 
other curves [24]. Therefore, 𝑆(𝜑𝑚𝑎𝑥) is beneficial for 
exploration and should be placed at the early stage of the 
iteration, which is denoted as ‘Initial shapes’ in Figure 1(a). 
On the contrary, 𝑆(𝜑𝑚𝑖𝑛) should be placed at the late stage 
of the iteration, which is denoted as 'Final shapes' in the same 
figure. 

For the V-shaped, U-shaped, and Z-shaped transfer 
functions, BQUATRE1 uses Eq.(12) instead of Eq.(7) to 
determine the position of the particles, where (𝑥𝑖𝑘

𝑏𝑖𝑛)−1 is the 
inverse value of 𝑥𝑖𝑘

𝑏𝑖𝑛. That is, if 𝑥𝑖𝑘
𝑏𝑖𝑛 = 0, then (𝑥𝑖𝑘

𝑏𝑖𝑛)−1 =

1, and If 𝑥𝑖𝑘
𝑏𝑖𝑛=1, then (𝑥𝑖𝑘

𝑏𝑖𝑛)−1=0. Similarly, BQUATRE2 
uses Eq.(13) instead of Eq.(9) to determine the 𝑏 value. 
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Figure 1(b) shows the curve of the transfer function 𝑉1, 

where 𝜑𝑚𝑖𝑛 = 0.6 and 𝜑𝑚𝑎𝑥 = 10. For Eq. (12) is used to 
convert the probability value to binary, the probability of 
flipping the bits of position increase as the value of 𝑇(𝑥𝑖,𝑑

𝑐𝑜𝑛𝑡)  
increase. That is, given the same value of 𝑥𝑖,𝑑

𝑐𝑜𝑛𝑡 , the 
𝑉(𝜑min ) has a greater probability of flipping, which is useful 
to exploration, while 𝑉(𝜑𝑚𝑎𝑥) has a smaller probability of 
flipping, which is helpful for exploitation. Therefor, a new 
formula Eq.(14) is designed for computing 𝜑 for V-shaped 
transfer functions for the first time. Then, the V-shaped 
families of transfer functions are shown in Table 3. 
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Table 2. The time-varying S-shaped families of transfer 
functions 

Name Transfer function 
𝑺𝟏(𝒙)  𝑇1(𝑥) =

1

(1+𝑒
−

2𝑥
𝜑 )

  

𝑺𝟐(𝒙)  𝑇2(𝑥) =
1

(1+𝑒
−

𝑥
𝜑)

  

𝑺𝟑(𝒙)  𝑇3(𝑥) =
1

(1+𝑒−𝑥/2𝜑)
  

𝑺𝟒(𝒙)  𝑇4(𝑥) =
1

(1+𝑒−𝑥/3𝜑)
  

 

 

Table 3. The time-varying V-shaped families of transfer 
functions 

Name Transfer function 
𝑽𝟏(𝒙)  𝑇1(𝑥) = |𝑒𝑟𝑓(

√𝜋𝑥

2𝜑
)|  

𝑽𝟐(𝒙)  𝑇2(𝑥) = | 𝑡𝑎𝑛ℎ( 𝑥/𝜑)|  

𝑽𝟑(𝒙)  𝑇3(𝑥) = |𝑥/𝜑√1 + (𝑥/𝜑)2|  

𝑽𝟒(𝒙)  𝑇4(𝑥) = |
2

𝜋
𝑎𝑟𝑐𝑡𝑎𝑛(

2

𝜋
𝑥/𝜑)|  

 
Similar to V-shaped families of transfer functions, the U-

shaped and Z-shaped families of transfer functions are 
described in Table 4 and Table 5. The curves of the time-
varying 𝑈1(𝜑𝑚𝑖𝑛 = 0.1, 𝜑𝑚𝑎𝑥 = 10) and 𝑍1(𝜑𝑚𝑖𝑛 =
0.1, 𝜑𝑚𝑎𝑥 = 10) are shown in Figure 1(c) and Figure 1(d), 
respectively. Same as previously mentioned, 𝑈(𝜑𝑚𝑖𝑛) and 
𝑍(𝜑𝑚𝑖𝑛) are used at the early stage of the iteration while 
𝑈(𝜑𝑚𝑎𝑥) and 𝑍(𝜑𝑚𝑎𝑥)are used at the late stage. Then, Eq. 
(14) is used for the U-shaped and Z-shaped families of transfer 
functions. 
 
Table 4. The time-varying U-shaped families of transfer 
functions 

Name Transfer function 
𝑼𝟏(𝒙)  𝑇1(𝑥) = 𝑚𝑖𝑛( |(𝑥/𝜑)1.5|,1)  
𝑼𝟐(𝒙)  𝑇2(𝑥) = 𝑚𝑖𝑛( |(𝑥/𝜑)2|,1)  
𝑼𝟑(𝒙)  𝑇3(𝑥) = 𝑚𝑖𝑛( |(𝑥/𝜑)3|,1)  
𝑼𝟒(𝒙)  𝑇4(𝑥) = 𝑚𝑖𝑛( |(𝑥/𝜑)4|,1)  

 
Table 5. The time-varying Z-shaped families of transfer 
functions 

Name Transfer function 
𝒁𝟏(𝒙)  𝑇1(𝑥) = √1 − 2(𝑥/𝜑)  
𝒁𝟐(𝒙)  𝑇2(𝑥) = √1 − 5(𝑥/𝜑)  
𝒁𝟑(𝒙)  𝑇3(𝑥) = √1 − 8(𝑥/𝜑)  
𝒁𝟒(𝒙)  𝑇4(𝑥) = √1 − 20(𝑥/𝜑)  

 

  
(a) S-shaped (b) V-shaped 

  
(c) U-shaped (d) Z-shaped 

Figure 1. The (a), (b), (c), and (d) are the time-varying S-
shaped, V-shaped, U-shaped, and Z-shaped transfer functions, 
respectively 
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3.2. The Time-varying Binary QUATRE 

Algorithm -Approach 1 
 

In this section, the first approach of time-varying binary 
algorithm (BQUATRE1-Tv) that is based on BQUATRE1 
will be described in detail. The same as BQUATRE1, 
BQUATRE1-Tv converts the continuous position matrix at 
𝑡 + 1 generation 𝑋̂(𝑡 + 1) to the binary. 

First of all, we calculate the generate matrix 𝑀 by Eq. (5), 
therewith 𝑀̄ can be computed very easily. Secondly, use Eq. 
(10) to calculate F, subsequently select a mutation strategy 
from Table 1, the mutation matrix 𝐵 can be obtained. Thirdly, 
calculate 𝜑 by Eq. (11) (S-shaped) or Eq. (14) (V-shaped, U-
shaped, and Z-shaped)according to the selected transfer 
function. Then, convert every 𝑥𝑖,𝑑

𝑐𝑜𝑛𝑡(𝑡 + 1)  to probability 
value 𝑇𝑡𝑣(𝑥𝑖,𝑑

𝑐𝑜𝑛𝑡(𝑡 + 1))  by the time-varying transfer 
function 𝑇𝑡𝑣(𝑥). Finally, the position matrix 𝑋̂(𝑡 + 1) can 
be got. The rest of the steps are similar to BQUATRE1. 

The pseudo code of BQUATRE1-Tv is described in Table 
6. 
 
3.3. The Time-varying Binary QUATRE 

Algorithm -Approach 2 
 

The second approach of time-varying binary QUATRE 
algorithm (BQUATRE2-Tv) only converts the mutation 
matrix 𝐵 to the binary which is based on BQUATRE2. 

Suppose the factor 𝐹 = [0, 2], then 𝐵 ∈ [−2, 3]. We can 
find that they are not fit the search space [−2, 3] . The center 
of search space is 0.5, while the center of four families of time-
varying transfer functions is 0. Therefore, we shift the time-
varying transfer functions to the center of the search space. 
That is, all 𝑥 in Table 5 to Table 8 will be replaced by (𝑥 −
0.5). 

 

 
Table 6. Pseudo code of time-varying binary QUATRE algorithm-Approach 1 (BQUATRE1- Tv) 

Algorithm 1. Pseudo code of BQUATRE1-Tv 

input: 

The dimension 𝑫, population size 𝒑𝒔, max iteration 𝑴𝑨𝑿𝑰𝑻𝑬𝑹, the fitness function 𝒇 (𝑿̂), 

the time-varying transfer function 𝑻𝒕𝒗(𝒙), and the mutation schema to calculate 𝑩. 

Initialization: 

Position matrix 𝑿̂(𝒕), 𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕)  =  𝑿̂(𝒕) , 𝒕 = 𝟏, 𝑿̂𝒈𝒃𝒆𝒔𝒕(𝒕). 

Iteration: 

1:  while  𝑮  <   𝑴𝑨𝑿𝑰𝑻𝑬𝑹|! 𝒔𝒕𝒐𝒑𝑪𝒓𝒊𝒕𝒆𝒓𝒊𝒐𝒏  do  

2:   Generate matrix 𝑴 by Eq. (5), calculate 𝑴̄.  

3:          𝑭 = (𝑭𝒎𝒂𝒙 − 𝑭𝒎𝒊𝒏) × 𝒕/MAX𝑰𝑻𝑬𝑹  

4: Calculation continues mutation Matrix 𝑩 according to mutation schema.  

5:          𝑿̂𝒄𝒐𝒏𝒕(𝒕 + 𝟏) = 𝑴 ⊗ 𝑿̂𝒃𝒊𝒏(𝒕) + 𝑴̄ ⊗ 𝑩𝒄𝒐𝒏𝒕 

6:           Calculate 𝝋 by Eq. (11) or Eq.(14) according to the selected transfer function  

𝒇 (𝑿̂). 

7: Convert every element 𝒙𝒊,𝒅
𝒄𝒐𝒏𝒕 to probability value 𝑻𝒕𝒗(𝒙𝒊,𝒅

𝒄𝒐𝒏𝒕) by the 𝑻𝒕𝒗(𝒙). 

8: Convert 𝑻𝒕𝒗(𝒙𝒊,𝒅
𝒄𝒐𝒏𝒕) to binary 𝒙𝒊,𝒅

𝒃𝒊𝒏 by Eq. (9) or Eq. (13) according to 

the selected transfer function 𝒇 (𝑿̂). 

9: for 𝒊 = 𝟏: 𝒑𝒔 do 

10: if 𝒇(𝑿𝒊(𝒕 + 𝟏)) optimal than 𝒇(𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕)) then 

11:  𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕 + 𝟏) = 𝑿𝒊(𝒕 + 𝟏)  

12: else 

13:  𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕 + 𝟏) = 𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕) 

14: end if 

15: end for 

16: 𝑿̂(𝒕 + 𝟏) = 𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕 + 𝟏), 𝑿𝒈𝒃𝒆𝒔𝒕(𝒕 + 𝟏) = 𝒐𝒑𝒕{𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕 + 𝟏)}. 

17:   Update 𝑿̂𝒈𝒃𝒆𝒔𝒕(𝒕 +  𝟏) by Eq. (2) 

18:  𝒕 =  𝒕 +  𝟏 

19: end while 

output:  

The global optima 𝑿𝒈𝒃𝒆𝒔𝒕(𝒕), 𝒇 (𝑿𝒈𝒃𝒆𝒔𝒕(𝒕)). 
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The following is the main step of BQUATRE2-Tv. To 
begin with, the generate matrix 𝑀 and its inverse matrix 𝑀̄ 
can be got in the same way with BQUATRE1-Tv. After that, 
the scale factor 𝐹 can be obtained by Eq. (10). The mutation 
matrix 𝐵  is calculated according to a mutation strategy in 
Table 1. In the next part, calculate 𝜑 by Eq. (11) or Eq. (14), 
convert every 𝑏𝑖,𝑑

𝑐𝑜𝑛𝑡(𝑡 + 1)  in 𝐵𝑐𝑜𝑛𝑡 to probability value 

𝑇𝑡𝑣(𝑏𝑖,𝑑
𝑐𝑜𝑛𝑡(𝑡 + 1))  by the time-varying transfer function 

𝑇𝑡𝑣(𝑏 − 0.5). Then, the binary mutation matrix 𝐵𝑏𝑖𝑛 can be 
got by Eq. (9) or Eq. (13). Finally, 𝑋̂𝑏𝑖𝑛(𝑡 + 1) = 𝑀 ⊗
𝑋̂𝑏𝑖𝑛(𝑡) + 𝑀̄ ⊗ 𝐵𝑏𝑖𝑛 is used to calculate the binary position 
matrix 𝑋̂𝑏𝑖𝑛(𝑡 + 1). 

The pseudo code of BQUATRE2-Tv is described in Table 
7. 

 

Table 7. Pseudo code of time-varying binary QUATRE algorithm-Approach 2 (BQUATRE2- Tv) 
Algorithm 2. Pseudo code of BQUATRE2-Tv 

input: 

The dimension 𝑫, population size 𝒑𝒔, max iteration 𝑴𝑨𝑿𝑰𝑻𝑬𝑹, the fitness function 𝒇 (𝑿̂), 

the time-varying transfer function 𝑻𝒕𝒗(𝒙), and the mutation schema to calculate B . 

Initialization:  

Position matrix 𝑿̂(𝒕), 𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕)  =  𝑿̂(𝒕) , 𝒕 = 𝟏, 𝑿̂𝒈𝒃𝒆𝒔𝒕(𝒕). 

Iteration: 

1:  while  𝑮  <   𝑴𝑨𝑿𝑰𝑻𝑬𝑹|! 𝒔𝒕𝒐𝒑𝑪𝒓𝒊𝒕𝒆𝒓𝒊𝒐𝒏  do  

2:   Generate matrix M  by Eq. (5), calculate M   

3:          𝑭 = (𝑭𝒎𝒂𝒙 − 𝑭𝒎𝒊𝒏) × 𝒕/MAX𝑰𝑻𝑬𝑹  

4: Calculation continues mutation Matrix 𝑩𝒄𝒐𝒏𝒕 according to mutation schema.  

5: Calculate 𝝋 by Eq. (11) or Eq. (14) according to the selected transfer function 

𝒇 (𝑿̂). 

6: Convert every element 𝒃𝒊,𝒅
𝒄𝒐𝒏𝒕 to probability value 𝑻𝒕𝒗(𝒃𝒊,𝒅

𝒄𝒐𝒏𝒕) by the 𝑻𝒕𝒗(𝒙). 

7: Convert 𝑻𝒕𝒗(𝒃𝒊,𝒅
𝒄𝒐𝒏𝒕) to binary 𝒃𝒊,𝒅

𝒃𝒊𝒏 by Eq. (9) or Eq. (13) according to 

the selected transfer function ( )ˆ f X . 

8: 𝑿̂𝒃𝒊𝒏(𝒕 + 𝟏) = 𝑴 ⊗ 𝑿̂𝒃𝒊𝒏(𝒕) + 𝑴̄ ⊗ 𝑩𝒃𝒊𝒏  

9: for 𝒊 = 𝟏: 𝒑𝒔 do 

10: if 𝒇(𝑿𝒊(𝒕 + 𝟏)) optimal than 𝒇(𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕)) then 

11:  𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕 + 𝟏) = 𝑿𝒊(𝒕 + 𝟏)  

12: else 

13:  𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕 + 𝟏) = 𝑿𝒑𝒃𝒆𝒔𝒕,𝒊(𝒕) 

14: end if 

15: end for 

16: 𝑿̂(𝒕 + 𝟏) = 𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕 + 𝟏), 𝑿𝒈𝒃𝒆𝒔𝒕(𝒕 + 𝟏) = 𝒐𝒑𝒕{𝑿̂𝒑𝒃𝒆𝒔𝒕(𝒕 + 𝟏)}. 

17:   Update 𝑿̂𝒈𝒃𝒆𝒔𝒕(𝒕 +  𝟏) by Eq. (2) 

18:  𝒕 =  𝒕 +  𝟏 

19: end while 

output:  

The global optima 𝑿𝒈𝒃𝒆𝒔𝒕(𝒕), 𝒇 (𝑿𝒈𝒃𝒆𝒔𝒕(𝒕)). 

 
 

4.  Experimental Results and Analysis 
 

When we perform various analyses on data, we often need 
to extract the most representative features from a large number 
of features to analyze useful information. Feature selection is 
to select d features from 𝐷 features, where 𝑑 ≤ 𝐷, and it is 
widely used in data mining, image recognition, speech 
recognition, text classification, and other fields. 

In order to verify the effect of feature selection, we use the 
K nearest neighbor classifier (KNN) to classify the data after 
feature selection. The KNN classifier is one of the simplest 
classifiers. The process is to calculate the 𝑘 training samples 
closest to the test sample, and then select the category label 
with the largest vote. That is, the category with the largest 
number of 𝑘 closest training samples is used as the category 
of the test sample. K-fold cross-validation is used in the 
experiment.  
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Fitness function is one of the key technologies for applying 
meta-heuristic algorithms. Generally speaking, there are two 
fitness functions are used by meta-heuristic algorithms for 
feature extraction. Eq. (15) and Eq. (16) are the two fitness 
functions, where 𝑘𝑓𝑜𝑙𝑑𝑙𝑜𝑠𝑠 is the classification error of k-
fold cross-validation, |𝑆|  is the number of the selected 
features and  |𝐶| is the number of the total features. Eq. (15) 
means the evaluation criteria (fitness function) is defined as 
the average classification error of k-fold cross validation. Eq. 
(16) means the evaluation criteria is determined by the average 
classification error and the number of the selected features. 
The parameter m is the weight of the classification error of k-
fold cross-validation. 

 
  fitness kfoldloss=             (15) 

 
( )    1  /fitness m kfoldloss m S C=  + −   (16) 

 

In this section, we test the proposed algorithm on feature 
selection with UCI repository. UCI is a repository for machine 
learning which is proposed by the University of California 
Irvine. Nine datasets of UCI are chosen in this experiment to 
validate the performance of the proposed time-varying binary 
QUATRE algorithm. Table 8 described the nine datasets in 
detail. The “N/A” in Table 8 means “Not Available”. 

We choose the second proposed approach BQUATE2-Tv 
in this experiment and the four families of transfer functions 
are used. Multiple Dimensional Scaling (MDS), Principal 
component analysis (PCA), Binary Gray Wolf Optimization 
(BGWO) [36], and BQUATRE2 are used as the compared 
algorithms. MDS and PCA are both classical methods for 
feature extraction [37]. The number of features selected using 
PCA is got by the ’drtoolbox’ that is a famous dimension 
reduction toolbox on MATLAB.  

 

Table 8. The datasets of UCI repository 
No. Dataset Attribute Types Instances Attributes Year 
1 Wine Integer, Real 178 13 1991 
2 Soybean Categorical 47 35 1987 
3 Connectionist Bench Real 208 60 N/A 
4 Parkinsons Real 197 23 2008 
5 Molecular Biology Categorical 106 58 1990 
6 Libras Movement Real 360 91 2009 
7 Statlog Categorical, Real 270 13 N/A 
8 Glass Identification Real 214 10 1987 
9 Breast Cancer Categorical 286 9 1988 
10 Seeds Clustering,Real  210  7  2012 
11 Liver Disorders Categorical, Integer, Real 345  7  1990 
12 Zoo Categorical, Integer 101  17  1990 
13 Image Segmentation Real  2310  19  1990  
14 Ceramic Samples Real  88  19  2019 

 

Table 9. The results of the compared algorithms base on Eq. (15) 
Dataset BGWO MDS PCA BQUATRE2 BQUATE2-

Tv(S1) 
BQUATE2-

Tv(V1) 
BQUATE2-

Tv(U1) 
BQUATE2-

Tv(Z1) 
 Error 

 
Number Error Number Error Number Error Number Error Number Error Number Error Number Error Number 

1 
 

0.0618 0.6944 0.2371 0.3077 0.2247 0.3333 0.2438 0.3667 0.2146 0.4000 0.0933 0.5000 0.3663 0.4833 0.2910 0.6333 

2 
 

0.2536 0.7810 0.2348 0.0833 0.4348 0.0857 0.3348 0.3657 0.3130 0.4800 0.1696 0.5200 0.3000 0.5143 0.1957 0.5657 

3 
 

0.2628 0.8389 0.3327 0.1311 0.3125 0.1333 0.2548 0.3000 0.2442 0.3600 0.2808 0.4400 0.2538 0.4967 0.3000 0.4733 

4 
 

0.1460 0.5000 0.2031 0.1304 0.1856 0.1364 0.2000 0.2727 0.1825 0.5091 0.1722 0.5636 0.1753 0.5455 0.1825 0.4364 

5 
 

0.3098 0.6667 0.2962 0.3793 0.3585 0.3860 0.2642 0.4737 0.2736 0.5053 0.2943 0.5263 0.2453 0.5439 0.1830 0.6035 

6 
 

0.4687 0.7640 0.5783 0.0444 0.5694 0.0449 0.4522 0.3618 0.4622 0.4697 0.4533 0.4584 0.4678 0.5438 0.4361 0.5438 

7 
 

0.1864 0.6111 0.3600 0.2308 0.3259 0.2500 0.2496 0.3333 0.3748 0.4000 0.3163 0.5833 0.3163 0.5500 0.3200 0.6500 

8 
 

0.3536 0.5926 0.3944 0.4000 0.3804 0.4444 0.4290 0.2889 0.3935 0.4889 0.3514 0.4444 0.3617 0.6889 0.3262 0.6444 

9 
 

0.5000 0.6667 0.5710 0.4000 0.5913 0.4000 0.5746 0.3333 0.6174 0.4444 0.5891 0.4889 0.5486 0.5333 0.5290 0.6000 

10 
 

0.0873 0.7143 0.1067 0.2500 0.1286 0.1250 0.0667 0.4286 0.0714 0.4286 0.0810 0.4286 0.0524 0.4286 0.0714 0.4762 

11 
 

0.3241 0.5556 0.5767 0.7143 0.5767 0.7143 0.2945 0.5000 0.3190 0.4444 0.2914 0.5000 0.3006 0.4444 0.3190 0.5000 

12 
 

0.1533 0.8750 0.2480 0.5882 0.4629 0.1053 0.1033 0.7500 0.0933 0.6042 0.0900 0.6667 0.0900 0.5833 0.0833 0.6250 

13 
 

0.2000 0.7778 0.4476 0.1053 0.4914 0.1053 0.2000 0.5741 0.2000 0.5741 0.1810 0.6481 0.1667 0.6111 0.2000 0.6296 

14 
 

0.5341 0.5741 0.7023 0.1053 0.6886 0.1053 0.5114 0.6556 0.5000 0.5185 0.5227 0.4444 0.5000 0.5370 0.5227 0.5926 

Compared with 
PCA(W|T|L) 

14|0|0 4|1|9 ------ 11|0|3 11|0|3 14|0|0 13|0|1 13|0|1 

Compared with 
MDS(W|T|L) 

12|0|2 ------ 9|1|4 10|0|4 11|0|3 13|0|1 12|0|2 13|0|1 

Compared with 
BQUATRE2(W|T|L) 

6|0|8 4|0|10 3|0|11 ------ 7|1|6 7|0|7 10|0|4 7|0|7 

Compared with 
BGWO(W|T|L) 

------ 2|0|12 0|0|14 8|0|6 8|0|6 9|0|5 8|0|6 9|0|5 
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Table 10. The results of the compared algorithms base on Eq. (16) 
Dataset BGWO MDS PCA BQUATRE2 BQUATE2-

Tv(S1) 
BQUATE2-

Tv(V1) 
BQUATE2-

Tv(U1) 
BQUATE2-

Tv(Z1) 
 Error 

 
Number Error Number Error Number Error Number Error Number Error Number Error Number Error Number 

1 
 

0.0573 0.6667 0.2371 0.3077 0.2247 0.3333 0.2281 0.2500 0.2764 0.4500 0.1910 0.4667 0.1730 0.3500 0.1157 0.5500 

2 
 

0.3261 0.6800 0.2348 0.0833 0.4348 0.0857 0.3000 0.3029 0.2522 0.4800 0.2130 0.3943 0.2826 0.3829 0.1000 0.4514 

3 
 

0.2760 0.8033 0.3327 0.1311 0.3125 0.1333 0.2981 0.3667 0.3144 0.4500 0.2510 0.3600 0.2750 0.3733 0.2712 0.4333 

4 
 

0.1361 0.6091 0.2031 0.1304 0.1856 0.1364 0.1722 0.2545 0.1876 0.6091 0.1784 0.4364 0.1557 0.3727 0.1990 0.4364 

5 
 

0.2170 0.8772 0.2962 0.3793 0.3585 0.3860 0.2962 0.3333 0.2528 0.4842 0.2755 0.4386 0.2736 0.5368 0.2038 0.5579 

6 
 

0.4856 0.7730 0.5783 0.0444 0.5694 0.0449 0.4556 0.3528 0.4289 0.4180 0.4406 0.4517 0.4561 0.4629 0.4311 0.4607 

7 
 

0.1763 0.5667 0.3600 0.2308 0.3259 0.2500 0.3193 0.2833 0.3148 0.5500 0.3044 0.4000 0.2867 0.6167 0.3267 0.7000 

8 
 

0.3421 0.6889 0.3944 0.4000 0.3804 0.4444 0.4280 0.3778 0.3570 0.4000 0.4084 0.4444 0.3841 0.5333 0.3542 0.7778 

9 
 

0.5058 0.6444 0.5710 0.4000 0.5913 0.4000 0.6319 0.3556 0.5913 0.5556 0.6246 0.4444 0.6058 0.4667 0.5101 0.6222 

10 
 

0.0867 0.4571 0.1067 0.2500 0.1286 0.1250 0.0778 0.3333 0.0667 0.4286 0.0762 0.2857 0.0714 0.2857 0.0667 0.4286 

11 
 

0.3190 0.5000 0.5767 0.7143 0.5767 0.7143 0.3190 0.3333 0.3129 0.3333 0.3160 0.8333 0.3037 0.5000 0.3252 0.3333 

12 
 

0.1220 0.5750 0.2480 0.5882 0.4629 0.1053 0.1160 0.7125 0.0800 0.5625 0.1000 0.8250 0.0800 0.5125 0.0800 0.5250 

13 
 

0.2095 0.7778 0.4476 0.1053 0.4914 0.1053 0.1905 0.4444 0.1714 0.5000 0.1714 0.4556 0.1714 0.4556 0.2000 0.5444 

14 
 

0.5758 0.5556 0.7023 0.1053 0.6886 0.1053 0.5227 0.2407 0.5114 0.2778 0.4841 0.2111 0.5000 0.3333 0.4773 0.1667 

Compared with 
PCA(W|T|L) 

14|0|0 4|1|9 ------ 11|0|3 10|0|4 12|0|2 12|0|2 12|0|2 

Compared with 
MDS(W|T|L) 

13|0|1 ------ 9|1|4 11|0|3 11|0|3 12|0|2 12|0|2 14|0|0 

Compared with 
BQUATRE2(W|T|L) 

7|0|7 3|0|11 3|0|11 ------ 11|0|3 13|0|1 13|0|1 10|0|4 

Compared with 
BGWO(W|T|L) 

------ 1|0|13 0|0|14 7|0|7 7|0|7 8|0|6 8|0|6 8|0|6 

 
 

The fitness function (15) is used in the first experiment and 
the result is shown in Table 8. The MDS, PCA, BGWO, and 
BQUATRE2 algorithms are compared with the four time-
varying binary QUATRE algorithms, respectively. The fourth 
from last row in Table 9 is the result compared with the PCA 
algorithm. The third line from last is the result compared with 
the MDS algorithm. It can be got that all four proposed time-
varying binary QUATRE algorithms are better than PCA and 
MDS. In detail, BQUATE2-Tv (S1), BQUATE2-Tv (V1), 
BQUATE2-Tv(U1), and BQUATE2-Tv (Z1) obtain better 
results on 11, 14, 13, and 13 datasets than PCA, and got better 
results on 11, 13, 12, and 13 datasets than MDS, respectively.  
This means that the proposed algorithm is better than the 
classical algorithm. The penultimate line is the result 
compared with the BQUATRE2 algorithm and the last line is 
the results compared with BGWO. They obtain better results 
on 7, 7, 10, and 7 datasets than BQUATRE2, and got 8, 9, 8, 
and 9 better results than BGWO. Therefor, the proposed 
algorithm is superior to the state-of-the-art methods. For the 
four time-varying transfer functions, the V-shaped and U-
shaped functions obtain better performance for fitness 
function (15). 

In the second experiment, we use Eq. (16) as the fitness 
function, and set m = 0.99 because many researchers have 
adopted this value in their works and get good performance. 
Table 10 listed the results in detail. The algorithms used in this 
experiment are the same as the last one. 

The same to Table 9, the fourth from last row in Table 9 is 
the result compared with the PCA algorithm. BQUATE2-Tv 

(S1), BQUATE2-Tv (V1), BQUATE2-Tv (U1), and 
BQUATE2-Tv (Z1) obtained 10, 12, 12, and 12 better results 
than PCA, respectively. Similarly, they are superior to MDS. 
The penultimate line is the results compared with 
BQUATRE2. The experimental results are shown that 
BQUATE2-Tv (S1), BQUATE2-Tv (V1), BQUATE2-Tv 
(U1), and BQUATE2-Tv (Z1) got better results on 11, 13, 13, 
and 10 datasets. It can be seen from the last line that the 
proposed algorithm with four time-varying transfer functions 
got better results on 7, 8, 8, and 8 datasets than BGWO. 
Therefor, the proposed algorithm is superior to the state-of-
the-art methods based on the fitness function (16). 

To further compare the results, t-test is used for a 
significance test. It is suitable for a normal distribution with a 
small sample size and unknown population standard deviation. 
In the experiments, a two tailed t-test is used with significant 
level of 0.05, which means significant. The results are shown 
in Table 11, where“+” implies that the compared algorithm 
is superior to BQUATE2, and “−” indicates that the algorithm 
is inferior to BQUATE2. “=” means that the performance of 
the algorithms is consistent. 

It can be seen from Table 11, The method that performed 
best was BQUATE2-Tv(U1), which got 12 “+”. It was 
followed by BQUATE2-Tv (U1), which got 10 “+”. Then, 
BQUATE2-Tv (Z1) got 9 “+” and 1 “-”. MDS and PCA 
performed worst in this experiment. 
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Table 11. Thet-test results of the compared algorithms on BQUATE2 base on Eq. (16) 
Dataset BGWO MDS PCA BQUATE2-

Tv(S1) 
BQUATE2-

Tv(V1) 
BQUATE2-

Tv(U1) 
BQUATE2-

Tv(Z1) 
1 + = = - + + + 
2 - - + + + + + 
3 + - - - + + + 
4 + - - - = + - 
5 + - = + + + + 
6 - - - + + = + 
7 + = - = + + = 
8 + + + + + + + 
9 + + + + = + + 

10 = - - = = = = 
11 = - - = = + = 
12 = - - + + + + 
13 - - - + + + = 
14 - - - = + + + 

 
 

5  Conclusion 
 
In this paper, four families of transfer functions are 

converted to time-varying form to balance exploration and 
exploitation. Furthermore, two new approaches of binary 
QUATRE algorithm using the time-varying transfer functions 
are proposed. In order to test the performance of the proposed 
algorithm, the experiments are performed on feature selection 
problem which plays an important role in many areas, 
including data mining, image recognition, speech recognition, 
text classification, and so on. The results of the experiments 
on the UCI repository indicated that the proposed algorithms 
are superior to the compared PCA, MDS, and the original 
BQUATRE algorithms. The time-varying transfer function 
can be designed in other forms. In addition, the transfer 
function can also be designed to vary with other factors. This 
will be our future work. 
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