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Abstract 
 
With the rapid development of 6G communication 

technology, data security of the Internet of Things (IoT) has 
become a key challenge. This paper first analyzes the security 
issues and risks of IoT data storage in 6G, and then constructs 
a blockchain-based zero-trust data storage scheme (ZT-BDS) 
in 6G edge IoT to ensure data security. Under this framework, 
an improved scratch-off puzzle based on Proof of 
Recoverability (PoR) is firstly constructed to realize 
distributed IoT data storage, which can reduce resource 
consumption compared with other existing schemes. Secondly, 
the accumulator is used to replace the Merkle trees to store IoT 
data in the blockchain. Since the accumulator can provide not 
only membership proof, but also non-membership proof, the 
proposed blockchain-based data storage scheme is more 
secure. Thirdly, PoW is replaced by an improved PoR scheme 
as the consensus protocol. On the one hand, PoR can verify 
the integrity of data, which will further enhance the security of 
IoT data; on the other hand, the proposed PoR is composed of 
polynomial commitment, which can reduce bandwidth with 
the aid of the aggregation function of polynomial commitment. 
Experimental comparisons show that our scheme has better 
bandwidth and storage capacity. 

 
Keywords: Blockchain, Zero-trust, 6G edge network, 

Polynomial commitment, Proof of 
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1 Introduction 
 

With the integration of the IoT and 5G, IoT devices have 
improved in terms of throughput and network transmission 
delay [1]. Today 5G is gradually being commercialized, and a 
new generation of communication technology is developing 
towards 6G based on Beyond 5G (B5G) [2]. However, the 
advancement of communication technology will inevitably 
bring about an explosive growth of data, and bring challenges 
to data security and management. The data throughput 
required by the 6G network will be 100 times that of 5G, and 
the number of access points for edge devices will reach the 
order of hundreds of millions, which places high standard on 
data storage security [3]. 

The data storage scheme constructed by the blockchain 
can improve the security and reliability of IoT data storage [4-
5]. The blockchain can be viewed as a large, distributed ledger 
where all transactions need to be completed by all nodes in the 
network, and the nodes work together to monitor the 
legitimacy of the transactions. The open management of 
blockchain is also convenient for its daily maintenance. The 
traditional PoW algorithm in the blockchain is gradually 
abandoned because of its high overhead. As a potential 
replacement, PoR has been used to construct new blockchain 
storage scheme [6-7]. But in their scheme, storage overhead 
and communication bandwidth are still relatively high. In 
addition, some of the existing solutions are not suitable for 
large-scale application scenarios. Ren et al. [8-12] had 
proposed to construct a blockchain-based data storage scheme 
in multiple cloud environment, mainly applied in smart homes, 
but without considering larger scale application scenarios. To 
avoid above situation, we have made improvements in the 
consensus algorithm and storage mechanism in this paper. The 
contributions of this paper are as follows:  

(1) This paper first analyzes the IoT data security and risks 
in 6G, and then proposes to build a zero-trust data storage 
scheme (ZT-BDS) by using blockchain.  

(2) The unbounded dynamic accumulator is used to 
replace Merkle tree to store IoT data of blockchain. Due to the 
accumulator can provide not only membership proof but also 
non-membership proof, the proposed data storage scheme is 
more secure. 

(3) To address the problem of inefficiency and 
unsuitability of PoW for storing data, this paper proposes to 
replace PoW with PoR. PoR can verify data integrity and 
further improve data security. Our PoR is constructed by 
polynomial commitment.  

(4) This paper analyzes and compares the blockchain-
based zero-trust storage scheme with the previous schemes. 
The experimental results show that the scheme in this paper 
has better bandwidth and excellent storage performance. 

The rest of this paper is structured as follows. The section 
2 analyzes the storage security issues and risks in 6G edge IoT 
and then introduces the related work of the ZT-BDS. In the 
section 3, we give the specific framework of our ZT-BDS and 
the concepts of polynomial commitment and PoR. Storage 
schemes are compared and analyzed in Section 4. Finally, we 
conclude in section 5. 
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2 Related Work 
 

2.1 Data Security and Risk in 6G Edge IoT 
 
The improvement of communication technology has 

brought about explosive growth of data, and the security and 
risks of IoT data are also increasing [13-14]. IoT data security 
in 6G edge network can be summarized as follows: 

(1) Data Heterogeneity. IoT data may come from different 
systems, networks and devices. Devices may have high 
latency and different versions, which will cause heterogeneity 
problems. There are also efficiency and security issues in 
cross-device operations. 

(2) Data Integrity. The integrity of IoT data is to guarantee 
that sensor data has not been tampered with or forged. IoT data 
can be maliciously attacked in production, transmission and 
storage. 

(3) Data Availability. The availability of IoT data means 
that users can obtain data anytime and anywhere. If data 
cannot be obtained in time, users will not be able to analyze 
the data. 

 
2.2 6G Edge Network 

 
Edge computing is a distributed computing architecture 

that transforms large-scale services that were originally 
processed entirely by central nodes into decentralized edge 
nodes [15-16]. Distributed settings bring many beneficial 
features to edge computing, such as low latency and mobility. 
These characteristics make it suitable for delay-sensitive 
application scenarios [17-18]. 6G is the abbreviation for sixth-
generation communication technology. Although 6G is still in 
its infancy and there is no formal definition, researchers are 
already discussing some of its characteristics that distinguish 
it from 5G. These discussions centered on whether 6G is 
necessary to conduct some forward-looking research on 6G 
[19-20]. We call the edge network that uses 6G to 
communicate as the 6G edge network [21-28].  

 
3 Our Proposed ZT-BDS Scheme 

 
3.1 The Blockchain-based Zero-trust Data 

Security Storage Framework 
 
Figure 1 is the framework of our proposed four-layer data 

storage scheme for 6G edge IoT, which is described in detail 
as follows. Our scheme refers to the framework of edge 
network. 

Perception layer. The perception layer includes sensors of 
various IoT devices. One of the best examples is our mobile 
phone, which can have many built-in sensors, such as position 
sensors, attitude sensors, and even temperature sensors. 
Similar to other schemes, the main purpose of the perception 
layer is to collect data. These sensors upload the collected IoT 
data to edge devices in real time via the 6G wireless 
communication. 

Edge layer. The edge layer is composed of various IoT 
edge devices. Each device can be regarded as a node, and they 
form an edge network. Edge devices can provide computing 
power and storage space on the side close to the data source. 
In other words, each device can provide computing power for 

the entire edge network. They work together to use 6G 
wireless communication to upload the final data to the 
blockchain. However, each node can also build a local private 
chain to store local sensitive data. 

 

 
Figure 1. Framework of our proposed Blockchain-based 
Zero-trust data storage scheme in 6G edge network 
 
Table 1. Notations 

Symbol Description 
𝐼𝐷𝑝 Puzzle ID of each epoch. 

𝑖𝑑 ∥ 𝑖 An explicit string combination of a λ-bit  
string id 

𝑆𝑒𝑒𝑑 Pseudo-random number family key 
⨁/⨂ Addition /multiplication on group 𝐺. 
⊞/⊠ Addition /multiplication on 𝑍𝑞. 
⊙ Exponentiation operations on group 𝐺 
PRF Pseudo-random functions. 
𝑛 The number of encoded blocks. 
𝑠 The number of elements of each block. 
𝑙 The number of blocks used to verify. 
n' The total number of segments. 
Ξ The number of segments users stored. 
λ Secure parameter. 
𝐸 The size of each segments. 

 
Cloud layer. The cloud layer consists of cloud servers, 

which provide services for edge devices. Generally, there is 
more than one cloud server that provides services for edge 
devices. The advantage of using multiple cloud service 
providers is to avoid the problem that data cannot be recovered 
after one of the cloud service providers has a problem. 
Benefiting from the characteristics of edge computing, our 
scheme no longer relies too much on cloud computing, which 
improves the security of data and the efficiency of data 
transmission. 

Data layer. In our framework, the data layer includes a 
data center and a control center. The data center is composed 
of a blockchain database (BlockDB for short), which is used 
to store IoT data. Here, an accumulator is used to replace 
Merkle tree to form a new blockchain database. The 
responsibility of the control center is to manage edge devices, 
analyze, and audit data on the chain. Here we can also delegate 
some permissions to temporary managers. However, the 
communication between the control center and the edge 
device also uses 6g network. 

Before introducing the specific scheme, Table 1 explains the 
symbols to be used below. 

 
3 Proposed Proof of Recoverability Based 

on Polynomial Commitment 
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3.2.1 The Proposed Polynomial Commitment 

 
The first polynomial commitment scheme was proposed 

by Kate [29]. It was subsequently extended to the vector 
commitment scheme. The introduction of each algorithm and 
other definitions are described in the reference [29-30]. We 
added the update algorithm to the original scheme. Here is our 
scheme: 

 Generate (1𝑘, 𝑔, 𝜇）：We denote the generation of 
bilinear groups by 𝒢 = 〈ℯ, 𝐺, 𝐺𝑇〉 . An element 𝑔  is 
randomly chosen from the group 𝐺. 𝜇 is the private key 
and is not used in the following algorithm The algorithm 
also generates a set of 〈𝑔, 𝑔𝜇 , … , 𝑔𝜇𝑛

〉  and 𝑃𝐾 =

〈𝒢, 𝑔, 𝑔𝜇 , 𝑔𝜇2
… ,𝑔𝜇𝑛

〉. The private key 
 Commit (𝑃𝐾,𝐹(𝑥)): Enter the 𝑃𝐾 and compute the 
polynomial 𝐹(𝑥) ∈ 𝑍𝑃   with the commitment 𝒞 =

𝑔𝐹(𝜇) ∈ 𝐺. The algorithm will output the commitment: 
 

𝒞 = ∏ (𝑔𝜇𝑗
)
𝐹𝑗𝑑𝑒𝑔(𝐹)

𝑗=0 .          (1) 
 

 Open (𝑃𝐾, 𝐶, 𝐹(𝑥)): Output thepolynomial 𝐹(𝑥). 
 VerPoly (𝑃𝐾,𝒞, 𝐹(𝑥)): Verify 𝒞 = 𝑔𝐹(𝜇) is valid. If 
for 𝐹(x) = ∑ 𝐹𝑗𝑥

𝑗deg⁡(𝐹)
𝑗=0 , there is 𝒞 = ∏ (𝑔𝜇𝑗

)𝐹𝑗deg⁡(𝐹)
𝑗=0 , 

output 1. Otherwise, output 0. Works if and only if 
𝑑𝑒𝑔⁡(𝐹) ≤ 𝑡. 
 Creatwit (𝑃𝐾 ,𝒞, 𝐹(𝑥) ): Input 𝑃𝐾 , index 𝑖 , and 
check whether 𝑖 ∈ 𝐼, otherwise output 0. Compute: 
 

𝑓𝑖(𝑥) =
𝐹(𝑥)−𝐹(𝑖)

𝑥−𝑖
∈ 𝑍𝑝.        (2) 

 
and output 〈𝑖, 𝐹(𝑖), 𝜔𝑖〉 , where 𝜔𝑖 = 𝑔𝑓𝑖(𝜇) . The 𝜔𝑖 
generated by this algorithm constitutes the set 𝑊 =
{𝜔1, 𝜔2, … , 𝜔𝑡}. 

 VerEval ( 𝑃𝐾 , 𝑖, 𝐹(𝑖), 𝜔𝑖 ): Verify that 𝐹(𝑖)  is a 
summation of the polynomial in index 𝑖 committed by 
𝒞. Check if 𝑖 ∈ 𝐼, otherwise the algorithm terminates. If 
the equation 𝑒(𝒞, 𝑔) = 𝑒(𝜔𝑖 , 𝑔

𝜇/𝑔𝑖)𝑒(𝑔, 𝑔)𝐹(𝑖)  holds, 
output 1. Otherwise, output 0. 
 Update (𝑃𝐾,

𝑖+

𝑖−
,𝑊, I): The algorithm consists of two 

operations: Add: Enter the 𝑃𝐾 , the index set 𝐼 , the 
witness set 𝑊 and the index to be added 𝑖+. Check if 
𝑖+ ∈ 𝐼, otherwise output 1. Calculate: 

 
𝑓𝑖+(𝑥) =

𝐹(𝑥)−𝐹(𝑖+)

𝑥−𝑖+
∈ 𝑍𝑝,         (3) 

 
where 𝜔𝑖+ = 𝑔𝑓

𝑖+
(𝜇). The new witness 𝜔𝑖+ is then updated 

into 𝑊 by updating the index set I ∪ {𝑖+}. Delete: The steps 
of Delete algorithm are similar to the Add algorithm. Enter the 
𝑃𝐾, the index set 𝐼, the witness set 𝑊 and the index to be 
added 𝑖− . Check if 𝑖− ∈ 𝐼, otherwise output 0. Update the 
new index set I/{𝑖−} and remove the corresponding witness 
in 𝑊. 

Correctness. The above scheme is correct because the 
following equation is true. The left and right hand can be 
deduced to be equal to 𝑒(𝑔, 𝑔)𝐹(𝑢). 

 
(𝜔𝑖 , 𝑔

𝜇/𝑔𝑖)𝑒(𝑔, 𝑔)𝐹(𝑖) = 𝑒(𝑔𝑓𝑖(𝜇), 𝑔(𝜇−𝑖))𝑒(𝑔, 𝑔)𝐹(𝑖)  (4) 
 

Theorem 4.1 As long as the DL and t-SDH assumption 
holds in 𝒢, the polynomial commitment scheme is a secure 
scheme. 

Proof. Polynomial binding. Suppose there are two 
polynomials Ζ1(𝑥), Ζ2(𝑥)  (which can be accepted by 
VerPoly algorithm) that an adversary 𝒜 can use to break the 
polynomial binding property. We construct an algorithm ℰ to 
cause 𝒜  to compute the private key 𝑆𝐾 = 𝜇 . For Ζ1(𝑥) 
and Ζ2(𝑥) generated by 𝒜,⁡𝒞 = 𝑔Ζ1(𝜇) = 𝑔Ζ2(𝜇). 

For a polynomial Ζ3(𝜇) = Ζ1(𝜇) − Ζ2(𝜇) ∈ 𝑍𝑃 , the 
corresponding commitment: 

 
𝒞Ζ3(𝜇) = 𝑔Ζ3(𝜇) =

𝑔𝛧1(𝜇)

𝑔Ζ2(𝜇) = 1.  (5) 

 
Therefore Ζ3(𝜇) = 0 . The factorial decomposition of 

Ζ3(𝜇) shows that 𝜇 is the root of the polynomial Ζ3(𝜇), and 
ℰ can easily find 𝑆𝐾 = 𝜇 and solve the example of the n-
SDH problem given by the system parameters. 

Evaluation binding. Suppose there are two witnesses 
〈𝑖, Ζ(𝑖), 𝜏𝑖〉 , ⁡〈𝑖, Ζ∗(𝑖), 𝜏𝑖

∗〉  that can be computed by an 
adversary 𝒜 . We showed how to use 𝒜  to construct an 
algorithm ℰ that breaks the n-SDH hypothesis. 

Algorithm ℰ  will generate an instance of n - SDH 
problem 〈𝒢, 𝑔, 𝑔𝜇 , 𝑔𝜇2

, … , 𝑔𝜇𝑛
〉  as a public key to the ⁡𝒜 . 

Adversary output:⁡𝒞,⁡〈𝑖, Ζ(𝑖), 𝜏𝑖〉,⁡〈𝑖, Ζ∗(𝑖), 𝜏𝑖
∗〉.We have 

 
𝑒(𝜏𝑖 , 𝑔

𝜇−𝑖) = 𝑒(𝜏𝑖
∗, 𝑔𝜇−𝑖).  (6) 

 
For 𝑓𝑖 = log𝑔 𝜏𝑖,⁡𝑓𝑖∗ = log𝑔 𝜏𝑖

∗, we have 
 

𝑓𝑖(𝑢 − 𝑖) + 𝑍 = 𝑓𝑖
∗(𝑢 − 𝑖) + 𝑍∗.   (7) 

 
As well as⁡ 𝑓𝑖−𝑓𝑖

∗

𝛧𝑖
∗(𝑖)−𝛧(𝑖)

=
1

𝜇−𝑖
. Algorithm ℰ computes: 

 

(
𝜏𝑖

𝜏𝑖
∗)

1

𝛧𝑖
∗(𝑖)−𝛧(𝑖) = 𝑔

𝑓𝑖−𝑓𝑖
∗

𝛧𝑖
∗(𝑖)−𝛧(𝑖) = 𝑔

1

𝜇−𝑖,   (8) 
 

and returns a 〈−𝑖, 𝑔1/(𝜇−𝑖)〉  as a solution to the problem 
instance n-SDH. From the above, the probability of success in 
solving the instance is the same as the probability of success 
for adversary. 

Hiding. Suppose there exists an adversary 𝒜  that can 
correctly compute the polynomial 𝛧(𝑥)  given 𝑡  valid 
witness tuple 〈𝑖, Ζ(𝑖), 𝜏𝑖〉. In other words, the adversary can 
destroy the hiding properties of the commitment. The 
following shows how to use 𝒜 to construct an algorithm ℰ 
to break the DL assumption. 

Firstly, let 〈𝑔, 𝑔𝜈〉 be an instance of the DL problem that 
ℰ  needs to solve. ℰ  randomly selects a number 𝜈 . This 
random number can be used to generate a public key 𝑃𝐾 =

〈𝒢, 𝑔, 𝑔𝜈, 𝑔𝜈2
, … , 𝑔𝜈𝑛

〉 . Algorithm ℰ  sets 〈𝑟, 𝐹(𝑟)〉  as the 
evaluation of the polynomial ⁡𝛧(𝑥)  at the index 𝑟 . Then 
suppose 𝛧(0) = 𝑟 , and this is the answer to DL instance. 
Calculation of 𝑔Ζ(𝑥)  using 𝑛 + 1 exponential 
evaluation: ⁡〈0, 𝑔𝜈〉  and 〈𝑟, 𝑔Ζ(𝑟)〉 . Finally, ⁡ℰ  calculated 
𝜏𝑟 = (𝑔Ζ(𝜈)/𝑔Ζ(𝑟))1/(𝜈−𝑟)  and send the 𝑃𝐾  and t-witness 
tuple 〈𝑟, Ζ(r), 𝜏𝑟〉 to the adversary 𝒜 . Once the adversary 
returns the polynomial,  ℰ returns the constant term 𝛧(0)⁡as 
the solution to the DL instance. Based on the above proof, the 
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probability of success for solving the DL instance is the same 
as the probability of success for adversary 𝒜. 

 
3.2.2 The Proposed Proof of Recoverability 

 
PoR is an interactive proof of knowledge technology used 

to remotely audit the integrity of files stored in the cloud 
without having to keep a copy of the original file in local 
storage [31-32]. Below we briefly describe our proposed PoR. 
Denote a polynomial by 𝑓�⃗⃗⃗� (𝑥) , which has a vector of 
coefficients of �⃗⃗� = (𝑚0, … ,𝑚𝑠−1) . We have ⁡𝑓�⃗⃗⃗� (𝑥) =

∑ 𝑚𝑗𝑥
𝑗𝑠−1

𝑗=0 . ⁡�⃗⃗�  represents the coefficient vector of the 
polynomial �⃗⃗� = (𝑤0, … , 𝑤𝑠−2). The private key consists of 
seed, the prime 𝑝, and two random elements 𝛼, 𝜏, which can 
be expressed as (𝑝, 𝑠𝑒𝑒𝑑, 𝛼, 𝜏). 

PoR requires the use of coding techniques (e.g. Reed-
Solomon code). Given a private key and a data file ℳ, the 
coding algorithm can generate blocks of data (�⃗⃗� 0, … , �⃗⃗� 𝑛−1). 
Each block �⃗⃗� 𝑖  is a vector of group elements 𝑚𝑖,𝑗 =

(𝑚𝑖,0, … ,𝑚𝑖,𝑠−1). The error erasure decoding can be used to 
recover the original data file ℳ  from any 𝜌𝑛  number of 
blocks. Then we select a unique identifier 𝑖𝑑  from the 
domain {0.1}𝛾 and finally to the encoded file ℳ̆, which can 
be expressed as {(𝑖, �⃗⃗� 𝑖 , 𝑡𝑖): 0 ≤ 𝑖 ≤ 𝑛 − 1}, where 𝑡𝑖 is the 
authentication label: 

 
𝑡𝑖 = 𝑃𝑅𝐹𝑠𝑒𝑒𝑑(𝑖𝑑 ∥ 𝑖) + 𝜏𝑓�⃗⃗⃗� (𝛼).  (9) 

 
At the proof stage, we use the identifier 𝑖𝑑, the code file 

ℳ̆ and the challenge query 𝒬𝐶 to generate the proof 𝜛: 
 

𝜛 = ∏ (𝑔𝛼𝑗
)
𝜔𝑗𝑠−2

𝑗=0 = 𝑔𝑓�⃗⃗⃗� (𝛼)𝑚𝑜𝑑⁡𝑞.  (10) 

 
Based on the algebraic properties of polynomial, we have 

𝑓�⃗⃗� (𝑥) = (𝑓�⃗⃗� (𝑥) − 𝑓�⃗⃗� (𝑟))/(𝑥 − 𝑟), where 𝑦 = 𝑓�⃗⃗� (𝑟) is the 

evaluation of the polynomial 𝑓�⃗⃗� (𝑥) at the point 𝑥 = 𝑟, and 
𝑟  is a random number chosen by the data owner. �⃗� : =
(𝑢0, . . . , 𝑢𝑠−1). The proof stage will output a ternary (𝑦,ϖ, σ). 

Finally, the verification algorithm outputs either an accept 
or a reject. However, the pseudo-random function can be used 
to achieve private verification, while the BLS signature can be 
used to achieve public verification. In the public verification 
scheme, the tag will be accompanied by a signature generated 
with a private key. The authentication label is represented 
as⁡𝑡𝑖 = (𝜇𝑖𝑑∥𝑖𝑔𝑓�⃗⃗⃗⃗� (𝛼)). 

 
4 Comparison and Analysis 

 
4.1 PoR Mechanism 

 
According to Section 3.3.2, the communication overhead 

of our scheme is the size of the proof (the size of the ternary 
(𝑦,ϖ, σ)). The storage overhead of the cloud server side is 1/s 
of the size of the data file, and s is the size of each file block. 
In addition to storing the data file, the cloud side has a public 
key of size (s+1)λ. In our scheme, only one public key is 
needed per user. The key generation algorithm in PoR requires 
s-group operations. Suppose a coded file with 𝑛 blocks of 
size 𝑛𝑠𝜆 bits, buy a block with s group elements, and each 
group element of size λ bits. Preprocessing the data requires 
addition and multiplication operations on 𝑛𝑠 groups, and 𝑛 
PRF to evaluate the value. 

In Table 2, we compared the performance of our PoR with 
other scheme [33-36]. We compare the communication and 
storage overheads of the SW scheme and our PoR scheme in 
Figure 2. Our schemes are all built on elliptic curves and 
assume that the total file size is 1G. The communication 
bandwidth per verification for the PoR scheme in this paper 
remains constant as the storage overhead increases, while the 
communication bits decrease for the SW scheme as the storage 
overhead increases. 

 
Table 2. Comparison of consensus algorithms 

Scheme Communication 
（challenge） 

Communication 
（response） Storage Data pre-processing 

SW [33] 𝒪（1） 𝒪（λ） (1 +
1

𝑠
)|𝐹| 𝑠𝑛⨂ + (𝑠 + 2)𝑛 ⊙ 

DV [34] 𝒪（1） 𝒪（λ） (1 +
1

𝑠
)|𝐹| 𝑙𝑃𝑅𝐹 + 𝑛(2 ⊠ +2 ⊞) 

XC [35] 𝒪（1） 𝒪（1） (1 +
1

𝑠
)|𝐹| 𝑙𝑃𝑅𝐹 + 𝑛(2 ⊠ +2 ⊞) 

YY [36] 𝒪（1） 𝒪（1） (1 +
1

𝑠
)|𝐹| 𝑠𝑛⨂ + (𝑠 + 2)𝑛 ⊙ 

This Paper 𝒪（1） 𝒪（λ） |𝐹|/𝑠 |𝐹|/𝜆(⨁ + ⨂) + |𝐹|/𝜆𝑠𝑃𝑅𝐹 
 
Table 3. Comparison of consensus algorithms 

 Permacoin Retricoin This paper 
Ticket (𝑃𝐾, {𝐹[𝑟𝑖], 𝛽𝑖 , 𝜋𝑟𝑖

}0≤𝑖<𝑘) (𝑝𝑘, 𝑠0, 𝑠1, 𝑙, 𝜎, 𝜇, {ℎ𝑖}0≤𝑖≤𝑘) (𝑠, 𝜇, 𝛥[𝑟𝑖], 𝜎𝑖 , 𝜓𝑟𝑖
) 

Storage Overhead（bits） 256⌈𝑙𝑔𝑛′⌉ 256 464 
Bandwidth（bits） 256 + 𝜆 + 𝑘(𝐸 + 𝑟 + 256⌈𝑙𝑔𝑛′⌉) 256 + 4λ + 𝐸 + ⌈𝑙𝑔Ξ⌉ + 𝑘𝑟 3kλ + λ+440 

4.2 Storage Comparison 

 
In this section, we compare the overhead of local data 

storage and the bandwidth for sending tickets between our 

scheme and the other two scheme [6-7]. Here we assume that 
all of our pairwise operations are done under an elliptic curve 
over a prime field, we make the parameter satisfy λ=128. In 
this setting, the size of segment, tag, p, signature, and μ are all 
2λ bits. The size of the random string s0, s1 is λ bits. The 
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challenge set satisfies |QC|=k=λ. r is the size of the signature, 
about 896 bits. Since we generally assume that the cloud has 
nearly infinite computing power, we will only compare the 
user's local overhead in this section, and not the cloud server's 
overhead. 

 

 
Figure 2. Comparison of PoR mechanism 

 
4.2.1 Local Storage Comparison 

 
The storage analysis of Permacoin and Retricoin is given 

in their paper, and we list it in Table 3. Suppose the user stores 
𝑙 file segments in the network. In our ZT-BDS, the data is 
outsourced to multiple cloud providers, and the user only 
stores the private key locally, which has a size of 3λ+80bits. 
According to the above setting, the size of the private key is 
464 bits, which is fixed. The public key is also stored in the 
cloud. After comparison, the storage overhead of our scheme 
and Retricoin is constant as the number of data segment 
increases, while Permacoin scheme becomes larger as the data 
segment increases.  

 
4.2.2 Bandwidth Comparison 

 
In ZT-BDS, the node comes with a ticket as his stored 

proof. We use 𝑘 to denote the base of the challenge set⁡𝒬𝐶. 
The ticket is of the form ⁡(𝑠, 𝜇, 𝛥[𝑟𝑖], 𝜎𝑖 , 𝜓𝑟𝑖

). The public key 
is stored in the cloud server and does not need to be stored in 
the ticket. The size of the proof and signature is 3λ bits, and 
the size of the ticktet is 3𝑘𝜆 + 4λ + 440bits according to the 
parameters set above. 

The size of their tickets can be seen in Table 3. After the 
file is preprocessed, the processed file is split into blocks. Each 
block is usually divided into 𝑑  sectors [37-38]. We have 
𝑛′ = ⌈

𝑛

𝑑
⌉, Ξ′ = ⌈

Ξ

𝑑
⌉, where 𝑛 represents the total number of 

segments. Suppose 𝐸 = 2𝑑λ bits. The communication 
bandwidth size of the two schemes is shown in Table 3.  

 
Figure 3. Bandwidth comparison 

 
Assume that the total file 𝐹 size is 1024GB and the node 

storage is 4GB. Figure 3 shows the comparison of the 
bandwidth sizes of the three schemes when 𝑑 = 1, 𝑑 = 10 
and when 𝑑 = 100. Upon comparison, our scheme is superior 
to the other two schemes. 

 
5 Conclusion 

 
Actively dealing with the rapid growth of IoT data security 

is an important challenge in the future 6G era. This paper 
proposes to use the PoR scheme based on updatable 
polynomial commitment instead of PoW to construct a ZT-
BDS on the 6G edge of IoT to collect and store data. An 
improved scheme was constructed to implement distributed 
storage. The proposed PoR is used as a consensus algorithm 
in our scheme. Then the dynamic accumulator is used to store 
data instead of the Merkle tree. Experimental results show that 
our ZT-BDS has better storage and bandwidth capabilities. 
Future work will focus on privacy protection. 
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