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Abstract 
 
Reversible data hiding for encrypted images is a technique 

that allows for exact extraction of embedded data and precise 
reconstruction of the encrypted image to its original version. 
In this paper, we propose a novel, reversible data hiding 
technique based on an absolute moment block truncation 
coding (AMBTC) algorithm for encrypted images. In the 
proposed scheme, each selected block is represented by an 
AMBTC code to vacate space to embed data after image 
encryption. Upon obtaining the encrypted image with the 
embedded data, the receiver can separately extract the 
embedded secret data and also recover the cover image 
losslessly. The experimental results for the proposed scheme 
achieved excellent performance. The proposed scheme is 
significantly superior to state-of-the-art schemes in terms of 
embedding capacity and image quality. 
 
Keywords: Reversible data hiding, AMBTC, Image 

encryption, Privacy protection, Reversibility 
 

1  Introduction 

 
Reversible data hiding (RDH) is a technique that aims to 

exactly extract embedded secret data and reconstruct the 
original image losslessly. Due to these properties, the RDH 
technique has attracted much interest from researchers in 
several fields, such as the military, for medical images, and 
law forensics. As such, many RDH schemes have been 
proposed in the literature and can be generally divided into 
three scheme types: a lossless-compression-based schemes [1-
3], difference expansion (DE) based schemes [4-6, 10-11], and 
histogram shifting (HS) based schemes [7-9, 12].  

Nowadays, the requirement to protect digital-data privacy 
in a cloud-computing environment is increasingly being 
sought out and the embedding of secret data into encrypted 
data may be useful in satisfying this requirement [14, 15, 30-
34]. For example, a content owner can encrypt the original 
version of digital data before transmitting it to a data manager. 
The data manager then hides the secret data in encrypted 
images to facilitate management and authentication, even 
though the content of the original image is unknown to the data 
manager. Finally, when a receiver obtains the encrypted image 
with embedded data, the embedded secret data can be exactly 
extracted and the original version of the cover image 

completely reconstructed. In the last few years, many RDH 
schemes have been proposed for encrypted images (RDHEI). 
In [16], a well-known encryption algorithm, such as the 
advanced encryption standard (AES), was used to encrypt the 
original image. Then, for each encrypted block, one secret bit 
was embedded by using a LSB substitution technique. 
Conversely, an analysis of local standard deviation was used 
to obtain the directly decrypted image, and the embedded data. 
However, this scheme has a low embedding capacity (EC). In 
addition, the original version cannot be recovered losslessly 
from the encrypted version of the cover image. Subsequently, 
Zhang [17] divided the encrypted image into non-overlapping 
blocks. Then one secret bit was embedded into each encrypted 
block by simply flipping three LSBs of a predefined pixel set 
of this block. However, incorrect bits occurred in the extracted 
data after data extraction. Moreover, when a large amount of 
secret data is embedded, the cover image is permanently 
altered and cannot be reconstructed to its original version. 
Later on, Hong et al. [18] introduced an improved scheme thru 
the work in [17]. In this scheme, they used a different 
estimation function and side-match algorithm to exploit the 
spatial correlation of the pixels. By doing so, the error rate of 
the extracted bits was reduced significantly. The schemes in 
[17-18] use the spatial correlation of pixels to extract the 
embedded bits. This means that the receiver must decrypt the 
encrypted image to extract the embedded data. To separate the 
extraction of the secret data from the decryption of the cover 
image, Zhang [19] proposed a separable RDHEI scheme. 
Zhang’s scheme generated free space that can carry the secret 
data by compressing LSB bits of the encrypted image. 
However, to recover the original image, extra information is 
required at the receiver side, and this scheme provided limited 
embedding capacity. To increase the free space to embed 
secret data, Zhang et al. [20] further improved the compression 
rate of the encrypted image by using low-density parity-check 
codes. To perfectly recover the original image, their scheme 
also required extra information. To achieve error-free 
extraction of the data, Yin et al. [21] proposed a RDHEI 
scheme based on multi-granularity encryption. In Yin et al.’s 
scheme, only smooth blocks were selected to embed the secret 
data. Definitely, in [17-21], preserved space was generated 
after image encryption (PRAE). As a result, the embedding 
space was limited due to the low redundancy in the encrypted 
images. To overcome this shortcoming, schemes based on 
preserving space before encryption (PRBE) were proposed in 
[22-23, 26].  
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To enhance the embedding capacity (EC) of the RDHEI 
schemes, Ma et al. [23] first designed an RDH scheme for 
encrypted images based on PRBE. Their scheme vacated the 
space by embedding LSB bits of a smooth region into a 
complex region by using a RDH scheme [13] before the image 
was encrypted. However, their scheme resulted in low image 
quality for the decrypted image since the PSNR is smaller than 
45 dB for an embedding rate (ER) of 0.4 bpp. To further 
improve the performance of the previous work [23], Cao et al. 
[26] proposed a new RDH scheme for encrypted images that 
is based on patch-level sparse representation. In their scheme, 
a complete dictionary is trained by using the K-means singular 
value decomposition (K-SVD) [27-28]. Then, according to the 
generated dictionary, the sparse coding technique is used to 
construct a large vacated space for embedding data. 
Accordingly, Cao et al.’s scheme achieved better performance 
than Ma et al.’s scheme [23]. However, to maintain 
reversibility, the residual errors and the dictionary should be 
embedded into the encrypted images, resulting in the decrease 
of embedding capacity and image quality of the decrypted 
images. Therefore, the performance of Cao et al.’s scheme is 
unsatisfactory. Later on, in [33], Wang et al. proposed a new 
RDH scheme in encrypted images based on a block-based 
adaptive MSB encoding technique. In their scheme, the 
specific image encryption method preserves the relevance of 
the MSB bit planes in each block for data embedding. Wang 
et al.’s scheme has provided enhanced security, significantly 
improves the embedding rate, and obtains higher visual quality 
for the decrypted images. In 2018, Yin et al. [29] proposed a 
novel RDH scheme in encrypted AMBTC-compressed images. 
In their scheme, the quantization levels within an AMBTC 
compression code were encrypted by a XOR operation in 
advance to make sure the correlation between two 
quantization levels in an AMBTC compression code will be 
the same even after encryption. Finally, when two 
quantization levels are the same the bitmap replacement and 
the prediction error based RDH scheme were applied to vacate 
the room to embed the secret messages. The average 
embedding capacity provided by Yin et al.’s scheme is around 
6081 bits. 

Inspired by the advantages of state-of-the-art PRBE 
schemes, we propose a new RDHEI scheme based on PRBE 
concept. We observed that the redundancy of the pixels in the 
original version of the image was high. Therefore, if the pixels 
can be considerably compressed prior to image encryption and 
a large amount of space can be preserved to embed data in the 
encrypted images. According to this characteristic, the 
absolute moment block truncation coding (AMBTC) 
algorithm [24] was applied in the proposed scheme to preserve 
space prior to encrypt the image. For the content owner, each 
selected block is represented by AMBTC code and the 
corresponding compressed errors. By doing so, fewer bits are 
used to represent the block. As a result, large preserved space 
is obtained, meaning that more secret bits can be embedded. 
Upon obtaining the encrypted image with embedded data, the 
receiver can separately and exactly extract the embedded 
secret data, and recover the cover image losslessly. 
Experimental results demonstrated that the proposed scheme 
achieves excellent performance in three various aspects: 

• Reversibility is achieved, meaning that in the 
proposed scheme, the cover image is reconstructed without 
any errors. 

• Instead of only considering the high correlation of 
the pixels in each block to preserve space, we represent a block 
by using the AMBTC code, which improves upon the 
preserved space that can embed more data. 

• The image quality of the directly decrypted image 
was significantly better than that of state-of-the-art schemes 
[18-23]. For instance, the PSNR of the proposed scheme was 
greater than 55 dB for an ER of 0.5 bpp, while the PSNR of 
our major competitor [23] is smaller than 40 dB. 

The rest of the paper is organized as follows. Section 2 
reviews the AMBTC algorithm. Section 3 describes the details 
of the proposed scheme, and our experimental results are 
presented and analyzed in Section 4. Finally, our conclusions 
are given in Section 5.  

 
2 Related Work 

 

2.1 Absolute Moment Block Truncation Coding 

 
Absolute moment block truncation coding (AMBTC) [24] 

is a technique that is a variation of traditional block truncation 
coding (BTC). However, the AMBTC algorithm is 
computationally simpler than the BTC algorithm, while giving 
the same performance. In AMBTC, an absolute deviation is 
reserved with a mean value instead of by using standard 
deviation as in traditional BTC. Specifically, an image is first 
divided into non-overlapping blocks with a size of nn. Note 
that in AMBTC n is set to 4. Then, for each block i, the mean 
value ̅

𝑖
 and the absolute deviation 𝑖  are calculated as 

follows. 
 

̅
𝑖

=
∑ 𝑥𝑖,𝑗

𝑛×𝑛
𝑗=1

𝑛×𝑛
,        (1) 

𝛼𝑖 =
∑ |𝑥𝑖,𝑗−𝑛×𝑛

𝑗=1 ̅𝑖|

𝑛×𝑛
,        (2) 

 
where xi,j denotes the jth pixel in the block i. 
According to the mean value ̅

𝑖
, a bitmap BMi that 

consists of two different groups is determined as: If the value 
of pixels is smaller than ̅

𝑖
, these pixels belong to group-0, 

and are denoted as 0 in the bitmap BMi. Otherwise, these pixels 
are members of group-1, and are denoted as 1 in the bitmap 
BMi. After encoding by AMBTC, the block i is represented by 
31 bits of the AMBTC code Ci = (̅

𝑖
, 𝛼𝑖 , 𝐵𝑀𝑖), including the 

mean value ̅
𝑖
 (8 bits), the absolute deviation 𝑖 (7 bits), and 

the bitmap BMi (16 bits).  
In the decoding procedure, the low mean value Li for 

group-0 and the high mean value Hi for group-1 can be 
computed by using Equations (3) and (4), respectively. 

 

𝐿𝑖 = ̅
𝑖
 −

𝑛×𝑛×𝛼𝑖

2(𝑛×𝑛−𝑧)
,          (3) 

𝐻𝑖 = ̅
𝑖
 +

𝑛×𝑛×𝛼𝑖

2𝑧
,          (4) 

 
Where z is the number of pixels having the value larger 

than or equal to ̅
𝑖
. After two mean values, Li and Hi, are 

obtained, the image block is reconstructed by replacing each 
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value 0 in BMi by Li and each value 1 in BMi by Hi, 
respectively. Figure 1 shows an example of the AMBTC 
algorithm. 

 

 
Figure 1. Example of the AMBTC algorithm 

 
Assume that the original image block i is shown in Figure 

1(a). The mean value of this block is calculated as ̅
𝑖

= 125, 
and the absolute deviation is determined as 𝛼𝑖 = 12. Then, 
each pixel is compared to the mean value ̅

𝑖
 to generate the 

bitmap BM as shown in Figure 1(b). Finally, the block is 
represented by the AMBTC code as (125, 12, 
1111110111001100), which is sent to a receiver. After 
obtaining the AMBTC code, the receiver can reconstruct the 
image block, shown in Figure 1(c), by the decoding process. 

 
2.2 RDH Scheme in Encrypted Images by Patch-

Level Spare Representation 

 

To further improve the performance of Ma et al.’s scheme 
[23], Cao et al. [26] proposed a new RDH for encrypted 
images based on patch-level sparse representation. Figure 2 
shows the main processes of their scheme. In this scheme, to 
embed the secret data into the encrypted image, the dictionary 
is first constructed by using K-SVD technique for reserving 
room to hide data.  Note that, the K-SVD training is an off-
line procedure, and the corresponding dictionary produced by 
training is then considered fixed for the whole reversible data 
hiding procedure. A given cover image is divided into patches, 
also called as blocks, and they are encoded by using sparse 
coding according to the dictionary. By using the dictionary, 
one patch can be represented as a sparse combination of 
several atoms in the dictionary. Thanks to the representation 
power of sparse coding, only a small number of coefficients 
require space for recording. Thus, a higher capacity room is 
available. Then, the smoother patches with the lower residual 
errors are selected for embedding data. To generate 
embedding space, the selected patches are indicated by sparse 
coefficients and residual errors. For reversibility reason, the 
residual errors and the dictionary are reversibly embedded into 
the non-selected patches by using RDH algorithm [13]. 
Obviously, by using the sparse coding, only a small number of 
coefficients is needed to record. As a result, the better 
embedding space is obtained in Cao et al.’s scheme. However, 
their scheme offered limited image quality because of using 
the non-selected patches for embedding the residual errors. 

 
 

 

 
 

Figure 2. The main processes of Cao et al.’s scheme 
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We remark that, when the scheme based on PRBE 
mechanism can achieve the better performance by fully 
exploiting the spatial redundancy in the natural images for 
preserving the embedding space, it is more desirable to use 
fewer bits for representing the selected patches and to preserve 
the non-selected patches unchanged to design the RDH 
scheme based on PRBE for encrypted images. 

 

3  Proposed Scheme 
 

In this section, we propose a novel RDHEI scheme based 
on PRBE. The proposed scheme can be partitioned into three 
different phases: image encryption, embedding data in the 
encrypted image, and data extraction and image restoration. 
Figure 3 shows all of main steps of the proposed scheme. 

 
 

 
Figure 3. Framework of our proposed scheme 

 
 

3.1 Image Encryption Phase 

 
In this section, to encrypt cover image I, a content owner 

uses three sub-phases: block selection, self-reversible 
embedding, and image encryption. Assume that cover image I 
with a size of H × W is an 8-bit grayscale image, meaning that 
I(a, b) [0, 255] and 1 ≤ a ≤ H, 1≤ b ≤ W. The content owner 
first divides the image I into pixel blocks that are then encoded 
by an AMBTC algorithm. After that, smoother blocks with 
lower compressed errors are determined and selected to 
preserve space to embed data. The selected blocks are encoded 
by AMBTC code and their corresponding compressed errors. 
Finally, the image with preserved space is encrypted to 
generate the encrypted image.  

 
3.1.1 Block Selection 

  
To achieve greater preserved space prior to encryption, in 

this sub-phase, smoother blocks with lower compressed errors 
is defined as suitable blocks should be determined and 
encoded by the AMBTC algorithm [24]. This process leads to 
the large free space that is generated in each block for carrying 
secret data. Given cover image I with a size of H × W, we first 

divide it into non-overlapping image blocks with a size of n × 
n, where n is set to 4 as default in the proposed scheme. Let M 
be the number of blocks Pi of the image I, and =

𝐻×𝑊

𝑛×𝑛
 , so I 

= {Pi| i = 1, 2, …M}. 
Using the AMBTC algorithm, we encode each image block 
Pi into the AMBTC code where i is ranged from 1 to M, as Ci 
= encode(Pi), and decode Ci to generate a recovered image 
block, as Pci = decode(Ci), where encode(.) and decode(.) are 
AMBTC’s encoding and decoding functions, respectively. 
Then, the corresponding compressed errors for Ei are 
calculated as: 
 

𝐸𝑖 = 𝑃𝑖 − 𝑃𝑐𝑖. (5) 

 
The image block Pi is considered as in a smooth region if 

Equation (6) holds.  
 

−𝑇 ≤ ‖𝐸𝑖‖ < 𝑇,     (6) 
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where ||.|| is the function that checks each value of Ei, and 
T is a threshold that is used to determine whether the block is 
a smooth block or a complex block. Distinctively, the block is 
determined as a smooth block by comparing its corresponding 
compressed errors Ei with threshold T. If all of values of Ei are 
smaller than T, the block belongs to the smooth region and is 
selected to embed data in the proposed scheme. 

Along with the corresponding compressed errors Ei, the 
AMBTC code Ci is the representation information of image 
block Pi and it is used to reconstruct Pi as: 

 

𝑃𝑖 = 𝑑𝑒𝑐𝑜𝑑𝑒(𝐶𝑖) + 𝐸𝑖, (7) 

 
Where i = 1, 2,…, M. According to characteristics of the 

AMBTC algorithm, Ci is represented by nCi = 31 bits of a mean 
value ̅, an absolute central deviation, and a bitmap BMi, as 
described in Section 2. For each value of the corresponding 
compressed errors Ei, we convert it into number ⌈𝑙𝑜𝑔2(2 ×
𝑇)⌉ of bits. Therefore, the encoded bits of Ei are labeled as 
error bits and denoted as nEi = 𝑛2 × ⌈𝑙𝑜𝑔2(2 × 𝑇)⌉. 
 
3.1.2 Self-reversible Embedding 

 
Assume that several selected blocks Pl in the smooth 

region Rs, such as Rs = {Pl| l = 1, 2, …, L}, are determined in 
the block selection sub-phase. Here, L is the number of 
selected smooth blocks that are determined by the size of the 
secret data S to be embedded. To preserve the vacated space 
to embed data, each image selected block Pl is indicated by the 
AMBTC code Cl and the corresponding error El. In addition, a 
position parameter that is used to point to the next selected 
block for data hider is also embedded into the block. This 
position parameter is represented by np bits, which is 
calculated as 𝑛𝑝 = ⌈𝑙𝑜𝑔2

𝐻

𝑛
⌉ + ⌈𝑙𝑜𝑔2

𝑊

𝑛
⌉. Therefore, for each 

selected block, the vacated room is preserved with 𝑛𝑣 =
8 × 𝑛2 − 𝑛𝐶𝑖 − 𝑛𝐸𝑖 − 𝑛𝑝 bits to embed the secret data. It can 
be seen that, in the proposed scheme, for a cover image with a 
size of 512 512, n = 4, and T = 2, the embedding space of 
each selected block that is generated by the proposed scheme 
is 51 bits. This result outperforms the 48 bits obtained by the 
previous PRBE scheme [23]. In the proposed scheme, the 
number of selected smooth blocks, L is calculated by Equation 
(8). 

 

𝐿 =
|𝑆|

𝑛𝑣
= ⌈

|𝑆|

8 × 𝑛2 − 𝑛𝐶𝑖 − 𝑛𝐸𝑖 − 𝑛𝑝
⌉ 

and 𝐿 = ⌈
|𝑆|

8×𝑛2−31−𝑛2×⌈𝑙𝑜𝑔2(2×𝑇)⌉−⌈𝑙𝑜𝑔2
𝐻

𝑛
⌉+⌈𝑙𝑜𝑔2

𝑊

𝑛
⌉
⌉. 
(8) 

 
Eventually, for reversibility, the selected smooth blocks Pl 

are represented by the AMBTC code Cl, followed by the 
corresponding compressed errors El. And we fill the preserved 
space with random bits. Therefore, the cover image I has been 
converted into an image with preserved space, Ir. 

 
3.1.3 Image Encryption  

 
When obtaining the image with preserved space, Ir, with 

the encryption key Ke, the content owner uses a stream cipher, 
i.e., RC4 or DES [25], to encrypt Ir and obtain the encrypted 
image E. Let 𝐼𝑟(𝑎, 𝑏)𝑘 be the eight bits of the pixel Ir(a, b), 
where Ir(a, b) can be represented by: 

 
𝐼𝑟(𝑎, 𝑏)𝑘 = ⌊𝐼𝑟(𝑎, 𝑏)/2𝑘⌋𝑚𝑜𝑑 2,     

k =1, 2, …7 (9) 

 
where . is a floor function. Then each encrypted bit 

𝐸𝑟(𝑎, 𝑏)𝑘can be expressed by: 
 

𝐸𝑟(𝑎, 𝑏)𝑘 = 𝐼𝑟(𝑎, 𝑏)𝑘 ⊕ 𝑟(𝑎, 𝑏)𝑘,     

k =1, 2, …7 (10) 

 
where 𝑟(𝑎, 𝑏)𝑘is pseudo random bit that is generated by 

the stream cipher with the encryption key Ke.  
After encryption of the pixels, we set np bits of position 

parameter in the selected smooth blocks to show the data hider 
where the next selected block is located. Figure 4 shows the 
structure for setting the np. Therefore, the data hider has the 
ability to access to the preserved space by following the 
structure.  

 
Figure 4. Structure for setting parameters 
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It is noted that the end indicator is set in the Lth selected 

block with np bits of “0”. In addition, the position parameter 
of the first selected block and the size nv of the preserved space 
for embedding data, both are embedded into the encrypted 
image by the RDH scheme proposed in [13]. Eventually, 
encrypted image E is obtained. 

We remark that, without the encryption key Ke, it is very 
difficult for the data hider to access the original content of the 
cover image. Therefore, the security and the privacy of the 
cover image are preserved. 

 
3.2 Embedding Data in An Encrypted Image  

 
After obtaining the encrypted image E, the data hider can 

embed the secret data into encrypted image E to either manage 
or verify it, even though they are not able to access the original 
content of the cover image. The content owner has been 
hidden the position parameter of the first selected block and 
the size nv of the preserved space into E; therefore, the data 
hider can extract this information from encrypted image E to 
determine where and how many free bits are available to 
embed the secret data. To embed the secret data, the data hider 
searches each selected smooth block in encrypted image E, 
and performs the process of bit substitution to modify the 
corresponding bits of the reserved space by the secret bits. In 
this phase, to completely extract the embedded secret data, 
secret data S and its size Sz are embedded into encrypted image 
E, where Sz is the fixed value associated with the specific 
requirement and it is embedded before embedding secret data 
S.  

After embedding secret data S, the position parameter of 
the first selected smooth block and size nv of the embedding 
space are also concealed into the encrypted image with 
embedded data, E, by using the RDH technique [13] in the 
proposed scheme. For security reason, the secret data S is 
encrypted by the stream cipher with data hiding key Kh. 
Therefore, anyone who does not possess this key cannot reveal 
the embedded secret data S. 

 
3.3 Extraction of the Secret Data and 

Reconstruction of the Cover Image 

 
Upon receiving the encrypted image with embedded data, 

E, and according to which keys, encryption and/or data hiding 
keys, i.e., Ke and Kh, the receiver possesses, the secret data can 
be extracted and the cover image reconstructed. Three 
different cases are considered as follows. 

 
3.3.1 Case 1: Extracting Data with Only the Data Hiding 

Key 

 
Assume that the receiver only has the data hiding key Kh 

to authenticate and update the information for the cover image. 
To protect the security and privacy of the image content, the 
receiver may only have the ability to access the embedded data 
in the encrypted domain with the data embedding key. First, 
the receiver can extract the position parameter of the first 
selected smooth block and the size nv of embedding space 
from E. Then, image E is partitioned into non-overlapped n 
 n blocks. After that, the embedded secret data are extracted 

by reading the last nv bits from the selected smooth blocks in 
E. Notably, the first Sz bits that are extracted represent the size 
of the embedded secret data S. Finally, the original version of 
the secret data S is reconstructed with data hiding key Kh. It is 
obvious that the whole process is implemented completely in 
the encrypted domain, which prevents leakage of the original 
content of the cover image. 

 
3.3.2 Case 2: Decrypting the Image with Only the 

Encryption Key 

 
Assume that receiver only has the encryption key Ke in this 

case. To decrypt the encrypted image with embedded data E, 
the receiver also extracts the position parameter of the first 
selected smooth block by using the RDH scheme [13], then, 
all of the selected smooth blocks are determined completely. 
Afterwards, image E is partitioned into non-overlapped 
blocks that are decrypted according to two different cases. 

i) For unselected blocks, the decrypted version can be 
directly obtained by: 

 
𝐼𝑟(𝑎, 𝑏)𝑘 = 𝐸𝑟(𝑎, 𝑏)𝑘 ⊕ 𝑟(𝑎, 𝑏)𝑘, 

k =1, 2, …7 
(11) 

 
where 𝑟(𝑎, 𝑏)𝑘is a pseudo random bit generated by the 

stream cipher with the encryption key Ke, and 𝐼𝑟(𝑎, 𝑏)𝑘 and 
𝐸𝑟(𝑎, 𝑏)𝑘  are the decrypted bit and encrypted bit of the 
pixel , respectively. Note that the unselected blocks are 
decrypted losslessly. 

ii) For selected blocks, the encoded bits are decrypted by 
encryption key Ke.  Then, the first nCi bits of AMBTC code Ci 
are read and decoded by AMBTC to generate the decrypted 
block Pi as following.  

 
𝑃𝑖 = 𝑑𝑒𝑐𝑜𝑑𝑒(𝐶𝑖), (12) 

 
where decode(.) is AMBTC decoding function, and i = 1, 

2, …, L. After unselected and selected blocks both are 
decrypted completely, the directly decrypted image is 
obtained. Obviously, the difference between the original 
image I and the directly decrypted image is perceptible 
because the difference values are equal to the corresponding 
compressed errors Ei that is limited by the value of threshold 
T. Therefore, the smaller of the value of threshold T is, the 
better the visual quality of the directly decrypted image.  

 
3.3.3 Case 3: Extracting the Secret Data and Recovering 

the Cover Image with Data Hiding and Encryption Keys 

 
After the receiver obtains the encrypted image with 

embedded data, if the receiver also possesses both data hiding 
Kh and encryption key Ke, the receiver can extract the secret 
data exactly from E and reconstruct the original version of the 
image precisely if required. Herein, with the encryption key 
Ke, the receiver can first decrypt image E to achieve the 
directly decrypted image. Moreover, with data hiding key Kh, 
the receiver can extract the secret data completely, and obtain 
the corresponding compressed error Ei. Then, the original 
version of the selected block Pi is reconstructed by Equation 
(13). 
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𝑃𝑖 = 𝑑𝑒𝑐𝑜𝑑𝑒(𝐶𝑖) + 𝐸𝑖, (13) 

 
Note that, once the pixels in the smooth region are 

reconstructed completely by AMBTC code Ci and the 
corresponding compressed error Ei, the original version of the 
cover image is recovered without any error.  

 
3.4 An Example of Embedding Data in an 

Encrypted Image  

 
To further clarify embedding data in the encrypted image, 

an example of the embedding process is provided. Assume 
that the threshold T = 2. In Figure 5(a), we assume that our 
original image block P has the size of 4 × 4. According to 
AMBTC algorithm, the block Pi is encoded to generate the 
AMBTC code Ci Figures 5(b). Then, we obtain the decoded 
block PCi and the error values Ei, as shown Figure 5(c) and 
Figure 5(d), respectively. Then each error value of Ei is 
converted by the number ⌈𝑙𝑜𝑔2(2 × 𝑇)⌉ of binary bits and 
concatenated into the AMBTC code Ci. For example, the error 
value of 1 or -1 is encoded by 01 or 11, where the first bit 
denotes the sign of the error value. The AMBTC code Ci and 
error values are encrypted by the RC4 [25] and concatenate 
the np bits of position parameter of the next selected block and 
the nv random bits to generate the encrypted image E. Once, 
receiving the encrypted image E, the data hider performs the 
process of bit substitution to replace the nv bits of the 
preserved space by the secret bits. 
 

 
Figure 5. Example of embedding data into encrypted image 

 

4  Experimental Results 
 
In this section, we report on the effectiveness and 

feasibility of the proposed scheme and several state-of-the-art 
schemes on six standard images as shown in Figure 6. The size 
of each image was 512  512 pixels. In this experiment, all the 
images are encrypted using the stream cipher RC4 [25]. We 
would like to compare the performance of our proposed 
scheme with that of state-of-the-art scheme [23] on Kodak 
images (http://ww.r0k.us/graphics/kodak/). The experiment 
was implemented on a PC with an Intel(R) Core™ i7-3770 
CPU @ 3.4 GHz and 8 GB of RAM and Windows 7 
Professional 64-bit operating system. All of the algorithms 
were performed by MATLAB 2014b. 

 

   

(a) Lena (b) Airplane (c) Barbara 

   

(d) Man  (e) Peppers (f) Crowd 
Figure 6. Six 512 × 512 grayscale test images 
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(a) (b) (c) (d) 
Figure 7. Results of the proposed scheme on image “Lena” for ER = 0.8bpp  

(a) Original image; (b) Encrypted version; (c) Directly decrypted version with PSNR 56.89 dB; (d) Reconstructed version 
 
 

In the proposed scheme, the peak signal-to-noise ratio 
(PSNR) was used to evalute the quality of the directly 
decrypted image. Figure 7 shows the results of the proposed 
scheme on the ‘Lena’ image for an embedding rate (ER) of 0.8 
bpp. Here, the original and encrypted versions of the image are 
shown in Figures 7 (a)-(b). In this experiment, we set T = 2 
and n = 4. If the receiver only possesses the data hiding key 
Kh, they can extract the embedded secret data losslessly. In 
addition, when only having the encryption key Ke, the receiver 
can achieve a directly decrypted image with high image 
quality (56.89 dB), as shown in Figure 7(c). Once the receiver 
possesses both encryption and data hiding keys, the original 
version of the image is reconstructed losslessly, as shown in 
Figure 7(d). In addition, to demonstrate the image encryption 
security, we calculate the information entropy of encrypted 
image. The entropy H(V) is the most outstanding feature of the 
randomness that is calculated by Equation (14): 

 

𝐻(𝑉) = − ∑ 𝑃(𝑣𝑖) log2 𝑃(𝑣𝑖)
𝑁−1
𝑖=0 , 

(14) 

 
where V= {v0, v1, …, vN-1}is the source data and P(vi) is 

the probability of vi. If the information entropy is close to the 
maximum value, this means that the encrypted image obtains 
the good properties of randomness. For a grayscale image, the 

pixel vi is an integer in the range of [0, 255], therefore, each 
grayscale pixel should be encoded by 8 binary bits. As a result, 
the ideal value of information entropy is 8. In the proposed 
scheme, the average information entropy is appropriately 
7.985. In particular, for the Figure 7 (b), the information 
entropy is 7.984, it means that the proposed scheme 
maintained the good security of the hidden data. 

 
Table 1 provides a performance comparison of the proposed 

scheme of the directly decrypted image with different values 
of ER and T. In the proposed scheme, the distortion is 
determined by the difference between the directly decrypted 
images and its original version, which is equal to the 
compressed errors of Ei, since Ei is limited by the threshold T. 
Hence, when a larger T is used, then larger error values of Ei 
are obtained. Table 1 shows that a larger T leads to poorer 
quality in the directly decrypted images. In addition, when the 
larger value of T is used, the more bits are required to represent 
the larger error values of Ei, which also leads to shrinkage of 
embedding space. Therefore, only T = 2 or 3 are used for 
testing to maintain higher embedding space and good image 
quality. In this experiment, n = 4 was used, and the PSNR 
value was used to evaluate the performance of the proposed 
scheme. Table 1 also shows that when the value of ER 
increases, the PNSR gradually decreases. Here, we vary the 
embedding rate (ER) from 0.1 bpp to its maximum with the 
step size 0.1. 

 

Table 1. Performance comparison of the directly decrypted image with different values ER and T (n = 4) 
Images ER 0.1 0.2 0.3 0.4 0.5 0.6 0.7 Average 

Lena 
T = 2 66.09 63.09 61.12 60.01 59.03 58.25 57.56 60.74 
T = 3 62.65 59.48 57.20 56.03 54.98 54.11 53.50 56.85 

Barbara 
T = 2 63.42 60.11 57.89 56.47 55.46 54.60 53.28 57.32 
T = 3 60.03 58.57 55.79 54.53 53.64 52.43 51.67 55.23 

Airplane 
T = 2 64.15 61.29 59.75 58.87 58.30 57.93 57.44 59.68 
T = 3 60.62 57.81 56.05 54.97 54.24 53.63 53.30 55.80 

 
 
To demonstrate the high performance of the proposed 

scheme, we compared it with state-of-the-art schemes [18-20, 
22-23, 26] in terms of image quality of directly decrypted 
image and embedding capacity. Six state-of-the-art schemes 
were used in this experiment because they achieved high 
performance by using the RDHEI technique. The reason we 

did not compare our proposed scheme with Yin et al.’s scheme 
[29] because their average embedding capacity is around 6081 
bits. 

As mentioned above, scheme [18] may give some errors 
when the secret data is extracted. Whereas, the proposed 
scheme and the other five schemes [19-20, 22-23, 26] are free 
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of any errors for various types of cover images. Figure 8 shows 
comparison results of the proposed scheme with six previous 
schemes [18-20, 22-23, 26] on the six test images. As shown 
in Figure 8, the image quality of the directly decrypted images 
is listed for various ER in the curve behaviors. From Figure 8, 
it is obvious that the top curves of different images are the 
performance results of the proposed scheme. These results 
mean that for a given ER, the image quality of the directly 
decrypted images obtained by the proposed scheme is 
significantly higher in the ER range than those of six state-of-
the-art schemes [18-20, 22-23, 26]. Specifically, for six test 
images as shown Figure 6, when the ER was 0.4 bpp, the 
PSNRs of the proposed scheme were 60.01 dB, 58.82 dB, 
56.47 dB, 59.53 dB, 58.12 dB, and 61.33 dB, while the results 
of the closest competitor [26] were 44.06 dB, 50.13 dB, 45.71 
dB, 47.23 dB, 43.77 dB, and 52.24 dB, respectively. Here, two 
parameters K and L of the scheme [26] were set to 64 and 2 
since this setting provided the best performance in their 
scheme. The proposed scheme obtained better image quality 
than the scheme [26]. This is because the scheme [26] is based 
on sparse coding, meaning that the selected blocks for 
preserving embedding space is decomposed into the sparse 

coefficient x and the residual errors e. Then, the coefficient x 
is represented by the index p and L non-zero coefficients that 
are reversibly embedded into the selected blocks. Therefore, 
the larger embedding space, 55 bits per the selected block, is 
obtained in their scheme, compared to only 51 per the selected 
block in the proposed scheme. However, for image lossless 
recovery, the scheme [26] also used the non-selected block to 
reversibly embed the residual errors by using RDH scheme 
[13]. By doing so, the directly decrypted image is distorted 
significantly. In contrast, even the compressed errors were 
also generated in the proposed scheme, and they were 
embedded into the selected blocks, instead of embedding into 
the non-selected blocks as was done in [26]. This process leads 
to the decrease of embedding space in the selected blocks of 
the proposed scheme. However, the non-selected blocks are 
remained unchanged during our embedding process, resulting 
in the image quality of these non-selected blocks are preserved. 
Accordingly, the high image quality of the directly decrypted 
images is achieved by our proposed scheme. The high 
performance of the proposed scheme implied very good 
potential for real-time applications. 

 
 

  

(a) Lena (b) Airplane 

  

(c) Barbara (d) Man 
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(e) Peppers (f) Crowd 
Figure 8. Comparisons of image quality for directly decrypted images with six state-of-the-art schemes [18-20, 22-23, 26] 
 

Table 2. Comparison of PSNRs of directly decrypted images for Kodak images 
 

ER 
(bpp) 

kodim01 kodim02 kodim03 kodim04 
 

kodim05 

Ma et al. Cao et al. Proposed Ma et al. Cao et al. Proposed Ma et al. Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed 

0.05 53.29 54.31 71.13 55.21 55.86 69.40 57.38 61.14 71.45 55.12 54.89 70.15 53.19 54.82 70.16 
0.10 50.10 51.03 68.39 53.22 54.71 66.50 55.39 59.22 69.20 53.27 53.20 67.46 50.67 49.50 67.39 
0.15 47.68 49.61 66.57 51.64 53.78 64.91 53.27 57.59 67.67 51.64 51.58 65.49 48.23 48.04 65.76 
0.20 45.44 47.92 65.44 50.54 52.77 63.73 51.98 55.76 66.52 50.23 50.52 63.97 45.72 46.65 63.82 
0.25 43.29 46.13 64.54 49.19 51.75 62.83 50.46 54.81 65.56 48.61 49.50 62.85 43.91 44.21 61.45 
0.30 41.08 44.06 63.28 47.87 50.72 62.14 48.84 53.75 64.76 46.90 48.57 62.06 42.49 42.73 59.64 

Average 46.81 48.84 66.56 51.28 53.27 64.92 52.89 57.05 67.53 50.96 51.38 65.33 47.37 47.66 64.70 
 

ER 
(bpp) 

kodim06 kodim07 kodim08 kodim09 kodim10 
 

Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed 

0.05 54.02 62.78 73.37 56.78 61.02 71.59 53.21 52.16 71.50 56.61 57.03 68.92 56.43 56.81 69.94 
0.10 52.28 59.60 70.02 54.86 57.25 68.54 49.64 48.58 67.71 54.38 55.98 66.14 54.01 54.59 66.82 
0.15 50.97 54.83 68.40 53.36 55.64 66.78 46.98 45.34 64.26 53.28 54.22 64.44 52.29 53.16 64.92 
0.20 49.58 51.32 67.27 51.89 53.80 65.56 43.27 43.22 61.81 50.97 52.85 63.11 50.67 51.93 63.60 
0.25 46.88 50.97 66.19 50.23 52.34 64.61 41.38 40.84 59.02 49.32 51.84 62.11 49.09 50.98 62.62 
0.30 44.39 50.81 65.44 48.71 52.06 63.87 39.71 38.76 56.27 47.86 50.49 61.30 47.48 49.92 61.84 

Average 49.69 55.05 68.45 52.64 55.35 66.83 45.70 44.82 63.43 52.07 53.74 64.34 51.66 52.90 64.96 
 

ER 
(bpp) 

kodim11 kodim12 kodim13 kodim14 kodim15 
 

Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed 

0.05 55.06 61.48 70.96 55.02 57.84 70.61 51.09 50.88 72.04 53.67 53.11 70.23 55.24 59.05 70.81 
0.10 53.37 59.20 69.05 53.46 56.18 68.19 47.53 47.22 69.55 51.04 49.71 66.97 54.03 57.62 68.00 
0.15 51.62 56.62 67.65 52.69 54.69 66.74 44.34 43.79 66.57 48.89 48.64 65.58 52.49 55.89 66.24 
0.20 50.10 54.55 66.63 51.22 52.89 65.71 40.85 40.30 63.43 46.61 46.57 63.16 50.94 54.72 65.13 
0.25 47.94 53.19 65.82 49.64 52.11 64.61 38.41 38.02 61.04 44.84 44.93 61.46 49.43 53.87 64.26 
0.30 45.27 51.58 65.17 47.99 51.19 63.62 35.74 35.96 28.92 43.21 43.75 59.34 48.07 52.72 63.52 

Average 50.56 56.10 67.55 51.67 54.15 66.58 42.99 42.70 60.26 48.04 47.79 64.46 51.70 55.65 66.33 
 

ER 
(bpp) 

kodim16 kodim17 kodim18 kodim19 kodim20 
 

Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed 

0.05 57.67 60.49 73.03 55.21 56.33 69.98 54.62 54.21 68.18 56.51 55.83 68.60 - 64.18 85.60 
0.10 55.52 58.13 69.47 53.82 54.62 67.23 51.01 50.01 65.14 54.33 53.65 65.79 - 62.77 85.54 
0.15 53.69 56.64 67.66 52.41 53.14 65.42 48.41 48.71 62.65 52.64 51.76 64.03 - 61.67 85.30 
0.20 51.34 54.74 66.31 50.93 51.34 64.15 45.98 47.14 60.19 50.45 49.81 62.79 - 60.36 84.82 
0.25 49.37 53.21 65.20 48.36 50.49 63.15 44.49 45.69 57.92 48.39 48.92 61.89 - 60.08 84.52 
0.30 47.86 51.37 64.31 47.71 49.55 62.42 42.94 44.15 55.41 46.04 48.12 61.05 - 59.71 84.33 

Average 52.58 55.76 67.66 51.41 52.58 65.39 47.91 48.32 61.58 51.39 51.35 64.03 0.00 61.46 85.02 
 

ER 
(bpp) 

kodim21 kodim22 kodim23 kodim24  
 

Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed Ma et al. 
 

Cao et al. Proposed    

0.05 56.84 58.74 70.21 52.09 53.76 69.01 56.81 58.89 71.10 54.21 57.84 89.34      
0.10 54.61 56.39 67.38 52.25 52.61 66.23 55.13 57.68 68.12 52.55 56.07 80.38      
0.15 52.82 54.58 65.57 50.82 51.73 64.44 53.34 55.78 66.47 50.79 54.49 73.79      
0.20 50.64 52.87 64.21 49.43 50.52 63.24 52.01 53.91 65.20 49.26 52.84 71.17      
0.25 49.09 51.62 63.22 47.86 49.51 62.27 50.36 52.96 64.25 46.07 51.44 68.43      
0.30 46.92 50.30 62.37 45.33 48.37 61.53 48.72 51.99 63.42 43.97 49.93 66.16       

Average 51.82 54.08 65.49 49.63 51.08 64.45 52.73 55.20 66.43 49.48 53.77 74.88       
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Table 2 shows comparison results for the proposed scheme 
and two previous PRBE schemes [23, 26]. The results of the 
proposed scheme were considerably better than those of Ma et 
al.’s scheme [23] and Cao et al.’s scheme [26] in most cases. 
The gains of average PSNR from the proposed scheme for 
Kodak images were from 12.27 dB to 25.40 dB and from 
10.48 dB to 23.56 dB, respectively. As such, it could be 
concluded that the proposed scheme was more effective for 
RDHEI. 
 

5  Conclusion 
 
In this paper, we proposed a new EIRDH scheme based on 

an AMBTC mechanism. The proposed scheme inherits the 
advantage of preserving space prior to image encryption. By 
representing the information of each selected image block into 
the AMBTC code, the proposed scheme achieves a substantial 
amount of preserved space to embed data. Subsequently, to 
embed the secret data, the data hider simply uses bit 
substitution in a data embedding phase. The experimental 
results indicated that the proposed scheme achieves excellent 
performance in reversibility, and a higher PSNR, while 
maintaining a large EC. Specifically, compared with image 
quality results from current state-of-the-art schemes, the gains 
from average PSNRs of the proposed scheme are always larger 
than 10 dB, which implies that the proposed scheme is very 
suitable for real-time applications. 
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