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Abstract 
 
How to effectively apply AR (Augmented Reality) new 

technology to create better safety environment for society and 
enterprises is the concern of many government and enterprise 
leaders. This research combines AR smart glasses, multi face 
recognition technology and control system technology to 
develop a face recognition active security platform which can 
effectively improve the arrest of criminals and establish a safer 
social environment. 
 
Keywords: Augumented reality, Face recognition, Active 
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1  Introduction 

 
Our research has developed a new type of intelligent active 

security system by combining AR smart glasses 、 face 
recognition technology and control system technology. Its 
purpose is to help patrol police to move effectively in the 
crowd, who can quickly identify fugitives or suspects at a 
glance and arrest them immediately, without carrying 
information or photos. Or assist the factory or building 
security patrol personnel to immediately determine whether 
there are strangers breaking in at will, and then drive them 
away immediately to reduce the loss of life and property. 
Figure 1 is the architecture of proposed system.  

 

 
Figure 1. Proposed system architecture 

 
Through the camera on the AR smart glasses, the video of 

the personnel is transmitted to the wearable microcomputer 
connected with the smart glasses. The video analysis program 
on the microcomputer will analyze the transmitted video 
information, first locate the face, then extract the facial feature 
value, and compare with local top 10 critical criminal database 
data. If the comparison is matched, an alarm message will 

display on the AR smart glass, and patrol police can arrest the 
critical criminal right away. Otherwise, the extracted facial 
feature will transmit to the remote management center through 
the wireless device on the wearable microcomputer (such as 
4G/5G SIM card). After comparing with blacklist database 
data, if matched, an alarm message will send back to wearable 
microcomputer and display on the AR smart glasses. Then 
patrol police can take arrest action. 

Quick and effective tracking and arresting of fugitives or 
suspects can exert pressure on criminals' fluke mentality, thus 
reducing the social crime rate, reducing the social cost of 
building prisons and increasing police force. A low crime rate, 
safe and stable development of the social environment, can 
attract overseas capital and enterprise investment, and talent 
migration, which is very helpful to the national economy and 
social development. This is the significance and contribution 
of this paper. 

The structure of this paper is scheduled as follows. Section 
2 describes the related works. Section 3 is the research method. 
Section 4 is the experiemny result and section 5 is the 
conclusion. 

 

2  Related Work 
 

2.1 AR/VR Technology 
 
In the 1950s and 1960s, Morton Heilig, a philosopher, 

filmmaker and inventor, invented a Sensorama simulator 
which is the origin of AR/VR. Sensorrama simulator can use 
images, sound, fragrance and vibration to let users feel the 
scene of riding a motorcycle on the streets of Brooklyn, New 
York. This was an advanced invention at that time. Since then, 
AR started its development history. Among the most widely 
accepted definitions, researcher Ron Azuma said that 
augmented reality (AR) has three key requirements [1]: 
(1) It combines real and virtual content 
(2) Real time interaction 
(3) Register in 3D 

Above three characteristics define the technical 
requirements of AR system. That is, it must have a display that 
can combine real and virtual images, a computer system that 
can generate interactive graphics and make real-time response 
to user input, and a computer system that can determine the 
user's viewpoint position and make the virtual image display 
in the real world. Generally speaking, the key of AR 
technology lies in the perception and understanding of the 
device to the surrounding environment: the most basic is to 
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determine the spatial location of the device itself; the more 
advanced is to reconstruct the environment in real time 
(Simultaneous Localization and Map Building, SLAM); the 
more advanced is related to recognition, cognition and 
interaction [2]. 

From the perspective of user experience, AR development 
mainly includes the following four aspects: 

(1) From content display to content interaction. Now 
more and more AR applications begin to transition from 
display experience to interactive experience. AR is no longer 
a simple model presentation, but gradually evolving to an 
interactive system. This trend, especially in AR games, is well 
reflected. 

(2) From entertainment application to practical function. 
With the deepening of users' awareness of AR, AR 
applications with entertainment display cannot meet the needs 
of users. Taking mobile AR products as an example, most of 
the applications on the market are model display, scene 
interaction, games, etc. But now, AR real measurement, AR 
furniture placement, AR real translation, AR navigation, AR 
remote guidance machine maintenance, AR telemedicine 
consultation and other functional products are gradually 
emerging. This kind of functional AR application will become 
a trend, will become more and more, solve the main point of 
every aspect of users' daily life. 

(3) From single person experience to multi person 
interaction. AR content experience with a single capability is 
only an intermediate state under the current technical 
background. The ideal AR is to build a copy of the real 
physical world and realize digital AR cloud content sharing, 
continuous experience and multi person interaction. At present, 
there are many technical reserves, which can realize multi 
person interactive experience, including the collaborative 
technology of ARKit [3] and the cloud anchors capability of 
ARCore [4]. 

(4) From camera enhancement to environment 
enhancement. With the development of SLAM, image 
recognition and tracking technology, AR based on real 
environment perception will further realize the matching 
between virtual information and real physical world, realize 
environment understanding, realize virtual and real occlusion, 
and present the corresponding AR information in the 
appropriate location. 

 
2.2 Face Recognition Technology 
 

Human biological characteristics can be generally divided 
into three categories: physiological characteristics, behavioral 
characteristics and autonomous/instinctive characteristics [5]. 
(1) Physiological modality: refers to the inherent external 

features not controlled by the brain, such as fingerprint, 
palmprint, face, retina, iris, etc. 

(2) Behavior modality: it refers to the behavior 
characteristics formed in long-term training and 
displayed under the control of the brain, such as voice, 
handwritten signature, etc. 

(3) Autonomous/instinctive modality: it is an inborn 
instinctive trait, which can be affected by psychological 
emotions, such as heartbeat. It can be known by ECG 
measurement. 
 

Compared with other biometric recognition technologies, 
face recognition technology has the advantages of low 

matching degree, low cost, no contact, wide application and 
high recognition rate. It is also suitable for remote identity 
verification and easy to use. It is the best choice for suspect 
identity verification application. It not only relieves the 
working pressure of the staff, but also provides a convenient 
and secure environment for the identification information 
verification. It is a comprehensive biometric identity 
authentication system. Table 1 is the comparison table of 
biometric recognition technology, which shows the 
advantages and disadvantages of each technology. 

 
Table 1. Comparison table of biometric technology 
Recognition 
technology FAR FRR Ease of use 

Processing 
speed 

/person 
Evaluation 

Face 
recognition Low <0.2% 

Very 
Good <1 second 

The best 
biometric 

technology 
      

fingerprint 
identification 

Very  
low 5% Good <2 second 

Better 
biometric 

technology, but 
easy to copy 

      

Palmprint 
recognition Low 5% Difficult to 

use 
2~12 

second 

Easy to infect 
bacteria, 

difficult to 
sample, 

expensive 
equipment 

      

Pupil scanning Very  
low 10% 

Need 
training, 
difficulty 
operate 

Instrument 
alignment 
takes 3-5 
seconds 

Instrument 
alignment is 

expensive, and 
manual 

operation is 
complex 

      

Voice 
recognition Common medium medium 3 second 

Could be 
spoofed by 

tape 
 
In the process of face recognition, there are mainly the 

following parts [4]: 
(1) Face image acquisition: input face image or video stream. 
(2) Face detection and location: that is to judge whether there 

are faces in the input image, and if so, give the location 
and size of each face [6-14]. 

(3) Preprocessing: to remove unnecessary noise. 
(4) Facial feature extraction: to detect the location and shape of 

the main organs of each face. 
(5) Identity confirmation and identity search: finally, the face is 

compared, and the identity information of the face is 
determined by comparing with the face in the database 
according to the result of facial feature location. 

Figure 2 is the pipeline of a typical automated face 
recognition system summarized by Guo & Zhang [15]. 

 

 
Figure 2. The pipeline of a typical automated face 
recognition system 
 
The recognition ability of the algorithm mainly uses the 
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false rejection rate (FRR) and false acceptance rate (FAR) as 
the indicators to evaluate the system performance. False 
rejection refers to rejecting a real face as a forged face, while 
false acceptance refers to receiving a forged face as a real face. 
The two corresponding error rates are defined as follows: 

 

 
 
In the process of face detection and location, since a person 

is mobile, the first step is to detect a face and continuously 
track the person. There are many algorithms and technologies 
for moving object tracking (as shown in Figure 3). Regarding 
the aspect of tracking model classification, it can generally be 
divided into two categories: generative and discriminative 
[16]. At present, the more popular method is discriminant 
method, also known as detection tracking by detection. 
Generative method: the target region is modeled in the current 
frame, and the similarity between the next frame and the 
model is measured. The well-known generative methods 
include optical flow method [17]、Karl particle filter [18]、 
mean shift [19] and so on. The representative tracking 
algorithm is ASMS (adaptive scale meanshift) [20]. 
Discriminant method: using image features and machine 
learning, in the current frame, with the target region as the 
positive sample and the background region as the negative 
sample, and the machine learning method trains the classifier. 
In the next frame, the trained classifier is used to find the 
optimal region. The classical discriminant methods, such as 
SVM (Support Vector Machine) [21]、Struck [22] and TLD 
(tracking learning detection) [23], have good real-time 
performance. Guo et al. [24] proposed a practical facial 
landmark detector, denoted as PFLD, with high accuracy 
against complex situations including unconstrained poses, 
expressions, lightings, and occlusions. Liu et al. [25] based on 
Restricted Boltzmann Machine (RBM) to present a robust 
facial landmark detection method for image with occlusions. 
Li et al. [26] proposed a multiple task-driven cascade detection 
networks based on super-resolution Pyramid, to effectively 
tackle low-resolution faces under the lens; faces from blur, 
illumination, scale, pose, expression and occlusion during face 
detection. 

 

 
Figure 3. A collection of target tracking algorithms 

 
In the face recognition (comparison), algorithms are 

classified as follows [27]: 
(1) Feature-based recognition algorithms. 

(2) Appearance-based recognition algorithms. 
(3) Template-based recognition algorithms. 
(4) Recognition algorithms using neural network. 

There are already a lot of research on the face recognition 
algorithms such as Liu et al. [27] use weighted kernel sparse 
representation. Chen et al. [28] propose an improved Random 
Subspace Linear Discriminant Analysis (SRS-LDA) method 
to solve makeup face recognition problem. Chen et al. [29] add 
an adaptive noise dictionary (AND) to the training samples 
and then use linear regression to do the face recognition. Dai 
et al. [30] use Bayesian hashing approach to do face 
recognition. Huang et al. [31] use exponential discriminant 
locality preserving projection to do the face recognition. Ji et 
al. [32] use collaborative probabilistic labels for face 
recognition. Jing et al. [33] use multi-spectral low-rank 
structured dictionary learning for face recognition. Blauch et 
al. [34] use face recognition deep convolutional neural 
networks (DCNNs) that are trained to maximize recognition 
of the trained (familiar) identities, to model human unfamiliar 
and familiar face recognition. Zaman [35] use the locally 
lateral manifolds of normalized Gabor features to do the face 
recognition. Ríos-Sánchez et al. [36] use deep learning method 
to do the face recognition. Liu et al. [37] design a multi feature 
Echo State Network (ESN) fusion method for face recognition. 
In their method, three invariant features are selected as the 
basis for face recognition, including Histogram of Oriented 
Gridients (HOG) features, Local Binary Patterns (LBP) 
features and Visual Pattern Recognition by Moment Invariants 
(Hu). These three kinds of features basically cover the 
illumination, texture, shape and other properties of face 
images. In order to effectively prevent the spread of COVID-
19 virus, almost everyone wears a mask during coronavirus 
epidemic. Wang et al. [38] proposed a face-eye-based multi-
granularity model and three types of masked face datasets, 
including Masked Face Detection Dataset (MFDD), Real-
world Masked Face Recognition Dataset (RMFRD) and 
Simulated Masked Face Recognition Dataset (SMFRD) to 
improve currently regular facial recognition technology. 

 
2.3 Control System Technology 

 
The control system based on video monitoring technology 

is mainly composed of camera part, image transmission part, 
system control part and display recording part, which is 
applied in many social places. Through the control operation 
of the camera host, the images captured by the camera are 
collected and sorted, and the images are input, stored and 
played back through a specific processing mode. The 
following is a brief introduction to the development of video 
control system. 

The first generation of control system, using analog video 
monitoring technology, also known as closed-circuit 
television monitoring system, referred to as CCTV. Typical 
analog video monitoring system generally consists of four 
parts: image camera part (camera, lens, PTZ, microphone, 
etc.), image transmission part (cable, optical cable, RF, etc.), 
system control part (operation keyboard, video distributor, 
video matrix switcher, PTZ control decoder, character 
superimposer, etc.) and display recording part. Due to the 
storage of VCR tape, the capacity is very limited. Therefore, 
VCR needs to replace the tape frequently to achieve long-term 
storage, and the degree of automation is very low. 
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The second generation of control system adopts digital 
video monitoring technology. With the development of 
computer technology 、 network technology 、 storage 
technology and chip technology, the improvement of image 
data compression coding technology and standards, the 
continuous decline of chip cost, digital video monitoring 
system also develops rapidly. The landmark product of the era 
of digital video monitoring system is hard disk video recorder, 
referred to as DVR (digital video recorder)。 The essence of 
hard disk video recorder is a computer system which integrates 
audio and video coding and compression 、 network 
transmission、video storage、remote control、decoding display 
and other functions. Its main components are video capture 
card、coding and compression program、storage device、
network interface and software system. In addition to all the 
functions of the traditional CCTV monitoring system, the 
digital video monitoring system also has the functions of 
remote video transmission and playback、automatic detection 
and alarm、structured video data storage and so on. Digital 
video signal has the characteristics of high spectral efficiency、
strong anti-interference ability、less distortion and so on. 

The third generation of control system adopts intelligent 
network video monitoring technology. The main components 
of intelligent network video monitoring system are network 
camera (IPC)、video encoder (DVS)、network video recorder 
(NVR) 、 video content analysis unit (VCA) 、 central 
management platform (CMS)、decoder, storage device, etc. 
The intelligent network video monitoring system adopts a 
fully distributed architecture. The system is set up on the 
network and is not limited by geographical space. The use of 
intelligent management software can realize the management、
integration、configuration、transmission、call、storage、alarm、
integration of video resources. 

Finally, in recent years, the video control system combined 
with streaming media service technology [39] and wireless 
remote video technology have made important breakthroughs. 
It makes wireless IP cameras widely be used in public places 
and makes outstanding contributions to curb crime、provide 
evidence and protect people's property. 

 

3  Research Methods 
 

In order to quickly develope our system, the face detection 
and recognition program are based on the face recognition 
module of ArcSoft. This model using deep learning method, is 
facenet series, belonging to CNN (Convolutional Neural 
Network). Through a large amount of data as the model 
training support, the model accuracy has been optimized. In 
addition, the SDK of ArcSoft also supports 1:1 and 1:n face 
recognition and Android arm64 architecture. It has the 
functions of face detection, face comparison, witness 
comparison, face tracking and so on. 

Our program uses Json format to exchange data between 
AR smart glasses and backend system via HTTP protocol. For 
the management and test purpose, we also develop a simple 
beckend system to manage AR smart glasses、top 10 criminal 
database 、 blacklisted person database and blacklist 
comparison program. All of the programs are coded by Java 
via IntelliJ IDEA tools. Face recognition technology mainly 
includes the following aspects: Figure 4 shows the process of 

face registration and recognition.  
(1) Face detection: find the face area in the input image. 
(2) Face normalization (preprocessing): correction of face 

changes in scale, illumination and rotation. 
(3) Feature extraction: extract a set of numerical 

representation samples from face images, which can 
reflect the face features. 

(4) Feature matching: comparing with the known face in 
the database to get the face recognition result. 

 

 
Figure 4. Face registration and recognition process flow 

 
This research plan and implementation process can be 

divided into the following parts. 
 

3.1 AR Smart Glasses Site 
 
Automatically request and update the latest top 10 criminal 

information from backend server every time when start up. 
Figure 5 is part of the source code. 

 

 
Figure 5. Source code of updating top 10 criminal 
database 
 
 
 
 
 

https://www.baidu.com/link?url=E-v4wX3H8AVRUCsq2TvUFV9dcMmMs7cil3fimTxLN7ouOF4KOECq1HuGW9vgRoddF3z0XMvR8r2IU-FCVP1CpK&wd=&eqid=aa80f06500008f250000000560d9edc5
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Figure 6 is the source code of comparative analysis of 
facial features. 

 

 
 

Figure 6. Source code of facial features comparison 
 

3.2 Backend Site 
 
Build face recognition control system, including building 

test face database, developing face comparison program and 
video playback management program. The face matching 
program compares the face feature data from the front-end with 
the face database. If it is found that the face recognition reaches 
the threshold value (which can be set manually) and is a 
blacklisted person, the system immediately transmits the face 
related data (such as name, age, gender...) to the wearable 
microcomputer, and displays it on the display screen of AR 
smart glasses to instruct the patrol officers to arrest the suspect. 
At the same time, it will also be sent to the management server 
to display the face and related information (such as name, age, 
gender, etc.) on the big screen of the monitoring management 
center. Figure 7 is the expected example of remote monitoring 
center. 

 

 
Figure 7. Expected example of remote monitoring center 

 
 
 
 
 
 

In this paper, we will develop a simple beckend system to 
manage and test AR smart glasses. Figure 8 is the source code 
of AR smart glasses regerstration. Figure 9 is the source code 
of face comparison in backend site for blacklist. Figure 10 is 
the source code of getting face information from AR smart 
glasses. Figure 11 is the source code of adding criminal 
information. 

 

 
Figure 8. Source code of AR smart glasses regerstration 
 

 
Figure 9. Source code of face comparison in backend site 
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Figure 10. Source code of getting face information from 
AR smart glasses 

 

 
Figure 11. Source code of adding criminal information 
 

4  Experiment Result 
 

4.1 AR Smart Glasses Site 

Following pictures are the UI functions of AR smart 
glasses. 

(1) Face registration system login UI (Figure 12) 
 

 
       Figure 12. Login UI 
 

(2) Start face detection and recognition (Figure 13) 
 

 
   Figure 13. Face system start UI 
 

(3) Result and warning message UI (Figure 14) 
 

 
Figure 14. Result & warning message UI 
 

4.2. Backend Site 
 
Following pictures are the UI function of backend 

management system. 
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(1) Upload management of criminal information (See Figure 
15) 
 

 
Figure 15. Criminal information upload function 

 
(2) Device registration (See Figure 16) 

 

 
Figure 16. Device registration 

 
(3) User information management (See Figure 17) 

 

 
Figure 17. User information management 

 
(4) Real time monitoring (see Figure 18) 

 

 
Figure 18. Real time monitoring 

 
 
 
 
 
 
 
 

(5) Monitoring log (Figure 19) 
 

 
Figure 19. Monitoring log UI 

 
5  Conclusion 
 

The feature of this paper is to develop multi face tracking 
and recognition technology based on AR smart glasses and 
face recognition technology. At present, the public security 
control system for face recognition application on the market 
is generally based on camera, which only processes one face 
at a time, and adds a processing box at the front end, which is 
only responsible for video processing, analysis, capturing face 
photos, and then throws the photos to the background 
comparison server for centralized comparison. Our research 
uses AR smart glasses instead of camera, which is more 
mobile and initiative. In addition, on the front-end wearable 
microcomputer, video processing, analysis, capturing face 
photos and extracting face feature values are carried out. Then 
the face feature values are compared with local top 10 criminal 
database or thrown to the background comparison server for 
blacklists comparison, which can reduce the current network 
burden. Finally, this study takes one capture of multiple faces, 
which can identify multiple face blacklists at the same time 
and improve the capture rate of criminals. These are the 
characteristics and innovations of this research. The developed 
technology of this research can be applied to 
（1） Traffic management: assist the traffic police to identify 

and confirm the driver’s identity information, and form 
a joint force with vehicle identification, license plate 
recognition and other technical means; 

（2） Identification and pursuit of street fugitives or suspects: 
assist patrol police to identify fugitives or suspects at a 
glance and arrest them immediately without carrying 
paper or electronic photos; 

（3） Factory or building inspection: assist the factory or 
building security personnel to determine whether there 
are strange or irrelevant personnel crossing, breaking in 
and wandering at will, and then drive them away 
immediately to reduce the loss of life and property and 
establish new security applications; 

（4） Driving school test: confirm the examinee’s identity in 
the subject test, and put an end to the situation of 
impersonation. 

In addition to the technology research and development 
for AR application, some researcher also do the qualitative 
research for the application of AR technology such as 
Rauschnabel et al. [40] who present and empirically test a 
framework that theorizes how consumers perceive and 
evaluate the benefits and augmentation quality of AR apps, 
and how this evaluation drives subsequent changes in brand 
attitude.  
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