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Abstract

To better manage and control the embedded devices located in the remote Intranet, the functional requirements of the Internet accessing the Intranet need to be effectively solved. This paper studies and implements a network model of external network accessing intranet network and realizes the network model's function by programming. At the same time, an experimental platform is built to test the performance metrics of the network model, such as the maximum load and CPU utilization, device connection success rate, user access response time, and other performance parameters. The test results show that the network model can meet the network scale of at least 3000 intranet devices and has high practical value and application prospects.
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1 Introduction

With the continuous development of computer technology, network technology, microelectronics technology, and Internet of Things (IoT) technology, the application of IoT and the embedded system has been more deeply into every field of our daily lives [1]. Such as all kinds of communication base station equipment, outdoor monitoring equipment, outdoor acquisition equipment, etc [2-3]. However, it is an urgent problem to connect the IoT devices to the Internet to realize more networked and intelligent management and monitoring. Especially for those embedded devices scattered in the remote end, it becomes more important to realize the access to the remote embedded devices. Realizing the access of remote embedded devices, we can get the running information of the remote devices in real-time and send corresponding control information for monitoring and management [4].

At present, the network communication interface with embedded devices mainly includes Ethernet network interface, GPRS/3G/4G/5G mobile network interface, WIFI network communication interface, etc [5]. It is impossible to assign a public network IP to every remote embedded device that contains an Ethernet network interface, GPRS/3G/4G/5G mobile network interface, or a WIFI network communication interface because the public network IP is limited and the remote embedded device is thousands and the locations are scattered [6-7]. Therefore, to effectively manage and control the remote embedded devices, it is equivalent to realizing the external network access to the internal network.

In view of the above described problems, it is of great value and practical significance to study how to realize the technology of the Internet accessing Intranet effectively. Therefore, this paper explores a network model for external network access to the internal network and implements the network model with C++ language programming. Meanwhile, an experimental platform is built to test the maximum load connection number, external network connection success rate, server CPU utilization, response time, and other model parameters.

2 Requirements Scenario Analysis

There are two main methods to access the internal network from the external network. One is to allocate the public network IP; the other is to convert the network address. Allocation of public network IP: with the rapid development of the Internet, there is a crisis that the originally huge number of IPV4 addresses are exhausted. Since February 3, 2011, the Regional Internet Registry can no longer allocate any available IPV4 addresses, which indicates that the IPV4 address pool has been basically exhausted [8-9]. To alleviate the exhaustion of IPV4 addresses, network researchers proposed the IPV6 solution. Still, with the concept of the Internet of things proposed and implemented, things are connected to things, IPV6 is also difficult to solve [10]. Network Address Translator (NAT) technology: it maps IP Address from private network to public network, thus converting private network address into public network address and realizing the function of Intranet host to access public network [11-12]. External network access to the internal network through network address translator technology, commonly adopted methods are: Application Level Gateway technology, Middle-box Communication technology, Universal plug-in and Play technology, Simple Traversal of User Datagram Protocol(UDP) Through Network Address Translators technology, Traversal Using Relay
Network Address consultants technology, Interactive Connectivity Establishment technology, Tunneling technology, Hole Punching technology and so on [13-15].

In the scenario studied in this paper, the external network access to the internal network is mainly aimed at embedded devices scattered in remote corners. Therefore, the network interface of the remote embedded device is based on the GPRS/3G/4G/5G mobile network. At the same time, it is almost impossible to use an Ethernet network interface or WIFI network interface [16-17]. Implementing network access with an Ethernet or WIFI network interface is too expensive for dispersed embedded devices [18].

The network model structure of the external network accessing the internal network is shown in Figure 1.

![Figure 1. Network access structure diagram](image1)

In the figure above, the Intranet is a decentralized embedded device, and the embedded device contains GPRS/3G/4G/5G network module interface; the outside network is the access user. Users of the external network need to access the embedded devices of the internal network to grasp the operation status and information of the embedded devices to realize real-time management of the embedded devices. Normal access is not possible to manage user connections to embedded devices on the Intranet [19]. Therefore, it is necessary for us to research and realize the function that the management user can connect to the embedded device and the external network user can access the internal network device.

3 Model Design and Implementation

In view of the above network structure, external network users need to access the remote decentralized internal network embedded devices. A network model is studied to realize the function of the external network accessing the internal network.

3.1 Network Model Design

This network model realizes the external network to access the internal network mainly through the Transmission Control Protocol (TCP) network programming to realize the server-side forwarding program and the target side forwarding program to complete [20]. Therefore, the intermediate forwarding program specifically includes the server-side intermediate forwarding program and the target server-side intermediate forwarding program. The block diagram that the network structure of the forwarding program of this network model is shown in Figure 2.

![Figure 2. Forwarding model structure diagram](image2)

A monitor program for forwarding information is deployed on the server gateway forwarder, and a forwarding program is used on the target machine. The client PC uses Uniform Resource Locator (URL) plus the target device number to access the gateway server. The server receives the request according to the target device number and serial number to determine which connected socket communication with the target board; the target board socket replies to the corresponding data based on the received request. Then the target board forwarding program forwards the replied data to the remote PC. This will display the remote target's content information to the visiting user's browser.

The interfaces of forwarding data communication and interaction in this network model mainly include the information interaction between the server-side forwarding program and XML file, the server-side forwarding program and the browser, the server-side forwarding program and the target board end-to-end forwarding program, and the target board end-to-end forwarding program and the BOA server. The communication interface interaction of this network model is shown in Figure 3.

![Figure 3. Communication interface diagram](image3)
board forwarding program; the target board forwarder forwards the request to the BOA server, the BOA server replies request data to the target board forwarding program, the target board forwarding program sends the reply data to the server-side forwarding program, the server-side forwarder sends the response data to the browser for display.

Intermediate forwarding program includes server-side intermediate forwarding program and target - side intermediate forwarding program. The server-side forwarding program has two socket threads. One thread is used to receive the connection request of the target machine specially, and maintain the socket connection with the target machine constantly open, at the same time, the target machine information is written in the XML file to save; The other thread receives the request from the client browser, parses and determines which target device the request is sent to, based on the socket number corresponding to the target, and then sends the request data to the corresponding target machine through the previously established socket, and waits to receive the reply data from the target machine. Finally, the data returned by the target machine is sent to the client browser for display. The flow of the server-side forwarding program is shown in Figure 4.

![Figure 4](image)
**Figure 4.** Flow chart of the server-side forwarding program

The target board side forwarding program also uses two socket threads. One of which is specially used to maintain continuous connection with the socket of the server-side forwarding program and send the target machine information to the server-side forwarding program regularly. The other thread is responsible for receiving the request data from the server and forwarding the received request data to the BOA server of the target device, then waiting for the BOA server to parse the request and receive the BOA data. Finally, the BOA replied data is forwarded to the server-side forwarding program. The process of the target board side forwarding program is shown in Figure 5.

![Figure 5](image)
**Figure 5.** Flow chart of the target board side forwarding program

Through the server-side forwarding program and the target-side forwarding program, the internal network data can be accessed by the external network. The communication block diagram of the overall forwarding program is shown in Figure 6.

![Figure 6](image)
**Figure 6.** Communication block diagram of the overall forwarding program

The specific process of corresponding to the above forwarding program is as follows. First, the target board forwarding program starts as soon as it is created, takes the initiative to establish a socket connection with the server-side forwarding program, and keeps the link uninterrupted. That is, the Socket2 and Socket3 in the figure above are always connected. Then the server-side forwarding program listens to the request from the client browser and forwards the request to the forwarder on the target board forwarding program;
Socket1 is always listening to the request by the browser and forwards the request to Socket2. The forwarding procedure of the target board Socket4 forwards the request to the BOA server, which replies to the corresponding data after receiving the request to the target board forwarding procedure. The target board forwarding program forwards the response data to the server-side forwarding program, and the server-side forwarding program sends the response data to the browser, which displays the response data.

### 3.2 Network Model Analysis

The key technologies of this network model mainly include four points: one is to use TCP/IP socket network programming to realize the remote client can access the server PC, while the target board device can connect to the server PC; Second, data forwarding is realized through network forwarding program to achieve the information interaction between the target board and the client. The third is to meet the requirements of accessing multiple embedded devices (more than 2000); Fourthly, the communication link of the whole forwarding procedure is maintained continuously. Analyze the response time of this network model: according to the process of information interaction between interfaces in Figure 3, analyze the specific time needed for each step to realizing. If the browser request is 570 bytes and the response data is 4kB, it takes about 30ms to go from the browser to the server-side PC forwarding program and about 700ms for a request to go from the server-side PC forwarding program to the target board forwarding program. The response time from target board to BOA server is about 50ms, from target board to server PC is about 2S, and from server PC to browser is about 40ms. Regardless of the BOA server interaction time with the monitor, the time between the browser sending the request data and receiving the reply response data is about 3 seconds. Therefore, the response time of the network model can meet the user's perception time.

The advantages of this network model: first, the network model does not need an additional hardware circuit. It only needs to use the intermediate forwarding program (server-side PC intermediate forwarding program and target computer intermediate forwarding program). At the same time, there is no need to set up a WEB server on the server PC, and no additional software needs to be installed on both the server PC and the target device. Second, the intermediate forwarding program of this network model has good portability, high stability and reliability, and low CPU resource consumption. This network model has high application value in the Internet of things applications such as communication base station equipment, outdoor monitoring equipment, and outdoor collection equipment.

### 3.3 Network Model Implementation

The server-side forwarding program is implemented in VC++ language. The server-side forwarding program first establishes and maintains socket communication with the target board, then listens to the client browser's request and forward the request to the target board upon receiving it. Wait for the reply from the target board, and then send the reply information back to the browser for display. The target board side forwarding program is developed with C language. As soon as the target board forwarding program starts, it will initiate a socket connection with the server-side forwarding program and maintain the contact. Then it receives the request from the server-side forwarding program, sends the request to the BOA server, receives the BOA server's data reply, and forwards the request-reply data to the server-side so that the server-side can forward it to the browser display. The flow chart of the realization of the specific forwarding program is shown in Figure 7.

![Flow chart of the forwarding program](https://example.com/flowchart.png)

In the communication process of remote data forwarding, we use two threads in the server-side forwarding program. One thread is used to receive the connection request of the target board, keep the socket connection with the target board, and write the information of the target board to the XML file. Another thread receives the browser's request, parses and delivers the target board request to the target board, which replies to the corresponding data after receiving the request to the target board forwarding procedure. The other thread is responsible for receiving the request data from the server-side and forwarding the requested data to the BOA server, waiting for the BOA server to parse the request and receive the BOA's reply data, and delivering the BOA's reply data to the server-side forwarding program.

### 3.4 Exception Analysis and Solution
The anomaly analysis and processing solution of the forwarding program in this network model mainly include the following three aspects:

1. Power off or restart in the target board. The target board program regularly sends data packets to the server-side to maintain continuous socket connection. If all the data packets of the maintenance link fail three times in a row, the socket will be re-created, and data packets will be sent regularly to maintain the socket link.

2. Power off or restart the server. The server-side program listens to the remote target machine's connection request again, clears the previous connection data, records the existing target board connection record again, and writes the current data into the XML file while removing the original data in the XML file.

3. The browser failed to reply to the complete data in one request. The designer needs to check the integrity of the data request. If the data transmission is not complete, then retransmit a data request to the target board through such measures to ensure that the model achieves external network access network reliability and stability.

4 Experimental Design and Verification

To test and verify the performance of the network forwarding model and the forwarding program. This paper designed and tested the maximum load connection number of the network model, the success rate of the external network connection, the server CPU utilization rate, the connection response time, and other parameters [21].

4.1 Experimental Environment

According to the network model to solve the external network access the Intranet scene to build the experimental test platform. The experimental testing platform mainly includes a host server, embedded devices containing GPRS/3G/4G/5G communication modules, laptops, etc. The specific experimental test platform environment is shown in Figure 8.

![Figure 8. Experimental testing platform](image)

The host server uses an ordinary PC with a 4-core Intel Xeon processor, Intel E7520 memory controller, 8GB DDRII memory, and gigabit Ethernet card. Here the host server needs to have a public network IP address. The basic configuration information of the embedded device is as follows: ARM processor, main frequency 180 MHz, memory 512MB, GPRS/3G/4G/5G modem module. During the test, to simulate a large number of embedded devices, the software is used in the laptop to simulate the generation of a large number of embedded device connections. The detailed parameters of the experimental environment are shown in Table 1.

### Table 1. Experimental environmental parameters

<table>
<thead>
<tr>
<th>Devices</th>
<th>Main Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host server</td>
<td>CPU: Intel Xeon Quad -Core CPU 3.00GHz Memory: 8GB</td>
</tr>
<tr>
<td></td>
<td>Operating system: Microsoft Windows XP Professional SP3</td>
</tr>
<tr>
<td></td>
<td>Includes a public IP address CPU:ARM9 frequency: 180 MHz, Memory: 512MB</td>
</tr>
<tr>
<td></td>
<td>Boot: AT91Bootstrap1.2</td>
</tr>
<tr>
<td>Embedded device</td>
<td>Uboot: u-boot-1.3.4 Kernel: linux-2.6.30 Fs: Yaffs2</td>
</tr>
<tr>
<td>MODEM module</td>
<td>TD-SCDMA:B34/B39 WCDMA:B1/B8 LTE-FDD:B1/B3/B5/B8</td>
</tr>
<tr>
<td></td>
<td>LTE-TDD:B38/B39/B40/B41</td>
</tr>
</tbody>
</table>

4.2 Maximum Load and CPU Utilization Testing

To apply this network model to practical production, it is necessary to test and verify the maximum number of load connections that the network model can undertake. Because the specific industrial application needs to consider the cost, this section designs experiments to test the maximum number of load connections on the main server. The particular configuration of the main server in this experiment is as described above. It is difficult to test the number of connections of embedded devices with actual embedded devices, So here we use software to simulate the connection that generates the remote embedded device. The maximum load connection number and CPU usage of the primary server are tested. The experimental results are shown in Figure 9.
In the figure above, the abscissa represents the number of embedded device connections, and the ordinate represents the CPU utilization of the primary server. It can be seen from the experimental test results that when the number of embedded device connections is below 2000, the CPU utilization of the main server is low. When the number of embedded device connections exceeds 3000, the CPU utilization increases rapidly. Here, according to the CPU utilization rate of less than 60%, the load of this test platform can be up to 3000 embedded devices. This load is sufficient for general area device management. In addition, the configuration of the host server in this test platform is an ordinary PC. If the dedicated server is used as the main server, it can improve the maximum load.

**4.3 Connection Success Rate Testing**

Users should also focus on the embedded device connection success rate. Therefore, an experiment was designed to test the connection success rate of the device in the network model. In the experiment, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 embedded devices were used to connect to the host server simultaneously and tested the connection success rate of the host server. The device connection success rate of this network model is shown in Figure 10.

**Figure 10. Device connection success rate**

In the figure above, the horizontal coordinate is the number of equipment connected at the same time, and the ordinate represents the connection success rate of the device. It can be seen from the experimental test results that when the number of concurrent device connections is around 20, the success rate of the device connection is basically 100, but when the number of simultaneous connections increases, the success rate of connection will decrease to a certain extent.

**4.4 Response Time Testing**

Another important factor in measuring the implementation of Intranet access is the sense of user experience. The response time of user access is one of the most direct requirements of user experience. Tested the average response time of devices accessed by different concurrent users in the experiment. In the experiment, the average response time was tested when concurrent users were 50, 100, 150, 200, 250, 300, 350 and 400, respectively. The test results for concurrent users and response time are shown in Figure 11.

**Figure 11. Response time testing**

The abscissa represents the number of concurrent user visits, and the ordinate represents the average response time in the figure above. It can be seen from the experimental test results that when the number of concurrent users is around 200, the average response time is around 3S, which can meet the requirements of users.

**4.5 Algorithm Complexity**

The algorithm complexity of the network model of the external network accessing the internal network is mainly concentrated in the intermediate forwarding program. The intermediate forwarding program establishes a thread with each embedded device in the intranet and maintains the information interaction with the remote embedded device in the intranet through this thread. Therefore, the algorithm time complexity of the network model is mainly related to the network bandwidth n of the embedded device and the distance s of the embedded device. The time complexity can be expressed as O (n * s). The spatial complexity is mainly related to the connection number m of remote embedded devices so that the spatial complexity can be expressed as O (m). At the same time, through the previous test of connection success rate and response time, the results show that the network model has good robustness and applicability.

**5 Conclusions**

For the IoT, more and more embedded device is deeply into our daily lives to better manage and monitor these devices located in the remote internal network and solve the problem of IP deficiency in the public network. In this paper, a network model of Internet accessing Intranet is studied and implemented to realize Internet access function. In this paper, an experimental test platform for external network access to the internal network is built to verify and test the reliability and stability of the network model and the forwarding program. The performance parameters of the network model are tested, such as the maximum load, CPU utilization rate, device connection success rate and user access response time. It can
see from the test results that this network model can meet the network scale of at least 3000 devices of the internal network, so that it can meet the application scenarios of most external networks accessing the internal network. Therefore, this network model can effectively solve the problem of external networks accessing internal networks. It has high practical value and application prospects in communication base station equipment, outdoor monitoring equipment and outdoor acquisition equipment.
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