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Abstract 
 
This paper proposes a novel deep learning-based optical 

motion capture denoising model encoder-LSTNet- decoder 
(ELD). ELD uses an autoencoder for manifold learning and 
decoder to remove jitter noise and missing noise effectively. 
It uses recurrent units in LSTNet to effectively obtain the 
spatial-temporal information of motion sequences, especially 
the periodic long-term and short-term features. In the 
denoising procedure, the kinetical characteristics of the 
motion are also considered so that the reconstructed deviation 
is smaller and can more accurately reflect the real action. We 
simulated ELD with the CMU database and compared it with 
the art-of-state methods. The experiment shows that ELD is a 
very effective denoising technique with lower reconstruction 
error, stronger robustness, and shorter running time. 
 
Keywords: Deep learning, Motion capture, Manifold 

learning, Denoising 
 
1  Introduction 

 
Optical motion capture systems have been successfully 

applied to film art, game and animation, medical 
rehabilitation, motion analysis, military simulation training, 
and other fields. 

Because the movement of luminescent markers is 
captured, the captured motion sequence may have some noise 
due to the error of calibration, the occlusion of the maker, and 
the low resolution of the sensor. There are two main types of 
noise. One is that the position of the marker is offset 
compared with the actual situation of the movement, and the 
jitter of a certain amplitude appears. The other is the loss of 
captured marker data. When the marker is missing for a long 
time, it isn’t easy to recover the original motion accurately 
from the context. 

Commercial motion capture systems (such as VICON) 
generally rely on interpolation methods for denoising, that is, 
linear interpolation or spline interpolation based on the 
movement trajectory of the marker. However, these 
interpolation methods often fail when the trajectory curvature 
of the marker changes greatly or disappears on a large scale, 
thus relying on manual adjustment by the animator. Aiming at 
this problem, researchers have proposed many methods. In 
[1], signal filtering is used to remove the impulse noise in the 
motion sequence. The motion data containing noise is 
decomposed to assign higher magnitude coefficients to the 
noise, and then the noise is removed by smoothing these high 
magnitude coefficients. In [2], the human motion sequence is 

represented by a low-rank matrix, so denoising is transformed 
into a problem of filling recovery using low-rank theory. [3] 
takes the data in the MOCAP database as prior data to 
discover and learn the potential spatial and temporal 
information in the motion sequences, and then makes 
denoising based on this information. 

In recent years, with the wide application of deep learning 
algorithms in artificial intelligence [4], researchers have 
found that deep learning-based methods are very suitable for 
motion capture denoising, and many effective methods have 
been proposed [5-7]. [6] offers a fully connected neural 
network to learn past temporal and spatial information of 
motion sequences to predict missing data. [7] suggested using 
the recurrent neural network LSTM to deal with the noise of 
marker missing. In [8], the six-layer ResNets are used to 
remove the noise. However, fully connected neural networks 
and ResNet are unsuitable for processing temporal data and 
require much calculation. Although the RNN has a good 
advantage in processing temporal data, it cannot perform 
better motion reconstruction in large-scale marker missing 
[9]. 

In 2015, Holden et al. proposed to use an automatic 
encoder and decoder for manifold learning of human motion 
[10]. Since human motion data is usually represented by the 
Euler angle and position of joints, this kind of representation 
is very suitable for data processing. The manifold learning of 
human motion can be regarded as the prior probability 
distribution of human activity. He used the convolutional 
autoencoder to find an effective subspace in the motion 
sequence and applied it to denoise in the corrupted motion. 
Inspired by Holden, [11] proposed an encoder-rnn-decoder 
network (ERD), then [9] proposed the EBF model of 
encoder-blstm-decoder. However, the experiment shows that 
these proposed models are not general and robust, the 
reconstructed results are not natural, and the EBF costs much 
time [12]. In 2018, [13] proposed a neural network model 
LSTNet specially designed for long-term and short-term 
multivariable temporal prediction tasks. The advantage of 
LSTNet is that it can use the convolutional layer to obtain the 
short-term local characteristics of temporal data and use the 
recurrent layer to discover the long-term features. LSTNet is 
very suitable for noise prediction of human motion sequences 
because it also has long-term and short-term periodic 
characteristics. 

Therefore, inspired by work [10, 13], this paper presents 
an autoencoder neural network architecture named ELD. It 
builds three layers fully connected neural network as an 
encoder to perform the manifold learning of human motion. 
Furthermore, it makes three layers fully-connection decoder 
to reverse projection to learn the movement characteristic and 
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dimension transformation. As a result, it greatly improves the 
refined accuracy. In addition, compared with LSTM, LSTNet 
effectively obtains the long-term periodic motion features and 
has a better effect on the non-periodic prediction, so the 
reconstructed motion sequence can better reflect the real 
action. Finally, the denoising speed is fast, which is suitable 
for real-time applications. The method’s results are shown in 
Figure 1. 

 
Figure 1. Examples of denoising via our method. (a) A 

ground-truth motion sequence. (b) Gaussian noise sequences 
use blue lines and the black lines is a corresponding 
ground-truth sequence. (c) The sequence obtained by refining 
gaussian noise using our method. (d) A corresponding motion 
sequence that is randomly removed 50% markers. (e) The 
sequence in (d) after denoised via our method. 

 
The main contributions of this paper are as follows: 
1. An effective neural network denoising architecture 

based on deep learning is proposed. The network model can 
effectively obtain the temporal and spatial information of the 
motion sequence, especially the periodic long-term and 
short-term characteristics. Furthermore, it uses a multi-layer 
fully connected layer as an encoder for manifold learning and 
the decoder reverse projection to remove jitter noise and 
missing noise. 

2. The combined loss function of position and bone length 
is adopted to make the reconstructed motion sequence more 
stable and more accurate to reflect the real action. 

3. The cost of this method is small, and it is more suitable 
for real-time applications. 

The structure of this article is as follows. In the second 
part, the related work about denoising and model based on 
deep learning are investigated. The third part introduces 
denoising and the network model, loss function, and 
associated theoretical analysis. In the fourth part, experiments 
based on the CMU motion capture database are designed to 
verify the effectiveness of the proposed method, and a 
detailed investigation is carried out. Finally, in the fifth part, 
the conclusion of this paper is given. 

 
2  Related works 

 
For the problem of denoising MOCAP data, researchers 

have proposed many methods, mainly divided into three 

categories: filter-based method, matrix-based method, and 
data-driven method. 

1. Filter-based method 
In 2001, [14] introduced the Kalman filter method to map 

human motion to CG role in real-time for the first time. In 
2009, [15] used the Kalman filter to extract the internal 
relationships of the motion sequences to fill in the missing 
data. According to their later work [16], if only linear 
dynamic systems and Kalman filtering are used without 
considering motion constraints, it will produce impractical 
results. So, they set position constraints to improve 
performance. In 2016, [17] projected the motion data into a 
low-dimensional space, then use Kalman filter and low-rank 
matrix to complete the refinement of missing markers. 

The filter-based method is a signal filtering method, 
which is very fast and effective when the corrupt data is 
small-scale. However, these methods do not use the human 
body structure information implicit in MOCAP data -- 
temporal and spatial information. Therefore, the context 
information cannot be retained effectively, so it cannot deal 
with large-scale corrupt data. In addition, when the time 
interval of the missing marker is long, this method is usually 
invalid and requires manual intervention [18]. 

2. Matrix-based method 
There are two main denoising methods based on the 

matrix: principal component analysis (PCA) and low-rank 
matrix. 

Since the impact of random noise on the original data is 
relatively small and all components are independent of each 
other, PCA operation can retain the principal elements and 
eliminate the noise to reconstruct the original data. [19] 
proposed to use the low-dimensional local linear model 
characterized by main components to establish the training set 
of the motion sequence. For a new motion containing missing 
markers, pre-trained classifiers can be used to identify the 
most appropriate local linear model for each frame. The 
least-squares solution is used to recover the missing markers 
based on the available marker positions and the principal 
components of the related models. The advantages of this 
model are that it is very simple and fast, and few parameters 
need to be adjusted. The same year, [20] proposed the 
GKPCA algorithm, which filtered out part of samples based 
on a greedy algorithm. Compared with PCA, GKPCA can 
reduce the training set by filtering the feature space to 
minimize the computational amount and the cost of 
denoising. 

The PCA-based method assumes that the training set can 
represent the motion data space, but it cannot fully sample the 
space. Moreover, PCA only considers the change of the data 
in the orthogonal direction, which leads to accuracy decrease 
after refinement. 

Another denoising method using the matrix is based on 
the low-rank matrix theory. If a matrix represents the human 
motion sequence, the matrix is a low rank, which can be 
proved by calculating the eigenvalues of the matrix. Based on 
this discovery, [2] proposed to use low-rank matrix theory to 
solve the denoising problem of MOCAP data in 2011. When 
some items of the motion sequence matrix are missing, a 
singular value thresholding algorithm (SVT) is used to fill the 
matrix. This method proves the validity of using low-rank 
attributes and does not require a motion prior. In 2014, [21] 
also considered the motion data’s low-rank structure and time 
stability, added the smoothness constraint and used the 
Augmented Lagrange Method (ALM) algorithm to accelerate 
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the matrix solution and improve the calculation performance. 
In 2016, [22] used sparse representation to retain statistical 
information and applied smoothness constraints to have 
kinetical information. 

The advantages of these methods are that the denoising 
speed is very fast, but if an entire row or column in the 
low-rank matrix is lost, it is impossible to complete the matrix 
reconstruction. That is, it is impossible to reconstruct the 
severely damaged human motion data. 

3. Data-driven approach 
In 2011, [3] first proposed a data-driven MOCAP data 

denoising method. He took the motion data as prior data and 
established a globally effective spatial index structure, 
K-nearest-neighbor tree (KD tree). Through the retrieval of 
the KD tree, it can find the missing marker. This method can 
save all motion data in a prior database and can be extended 
well. In recent years, with the development of machine 
learning, the idea of training machine learning models for 
denoising by learning large-scale data has been applied to 
many problems in computer graphics, such as denoising for 
data recovery or painting tasks [23]. Many methods based on 
deep learning are proposed [24]. 

In 2017, [6] proposed the structural recursive neural 
network (S-RNN) based on a space-time diagram, which 
focuses on the interaction between environment and human 
and has good generalization, providing a new method for 
refining missing markers. In 2018, [7] proposed a fully 
connected network based on a sliding window. It uses the 
information in the sliding window to predict the coordinates 
of missing markers in the future window. But the longer the 
window, the harder the performance bottleneck becomes. In 
the same year, [25] proposed a method based on 
self-similarity analysis, the essence of which is to use the 
KNN algorithm to get the K-frames most similar to the frames 
to be repaired and calculate the position estimate by weight. 
However, if there is no corresponding relationship between 
the two frames, the KNN matrix not be established. Then, [8] 
uses ResNets to map corrupt markers to the corresponding 
joint transformation. However, the processing time is long 
and is unsuitable for real-time applications. 

There is another kind of denoising method based on the 
neural network of the autoencoder. As the dimension of the 
human motion sequence model is very high, [10] find that 
manifold learning can reduce its dimension. It uses the 
automatic convolutional encoder to transfer the local relations 
of high-dimensional data to the low-dimensional hidden 
space, to obtain the low-dimensional representation of human 
motion. Then acquired the low-dimensional training features. 
The work also demonstrates that projection and reverse 
projection using encoder and decoder can be applied to 
refined corrupt motion data such as Gaussian noise or missing 
noise. However, only using the auto-convolutional encoder 
will result in a motion jitter [9]. In the same year, [11] 
proposed an ERD network based on [26] by adding nonlinear 
fully connected layers to the LSTM network as the encoder 
and decoder. According to [11], the motion capture data is 
typical of the spatial-temporal feature, and a combination of 
nonlinear encoder and recurrent units can result in better 
prediction. However, the experiment shows they are not 
robust, and the reconstructed motion is not natural [27]. In 
2017, inspired by the ERD model, [9] proposed the EBF 

model, whose main improvement is to change the recurrent 
network into a bidirectional recurrent network and use four 
fully connected layers in the encoder design. [9] also 
constructed an EBD model similar to EBF for human skeleton 
reconstruction and then used the EBF model to denoising. 
However, it costs a lot of time to build a skeleton according to 
all frames. In 2019, [28] proposed BRA network architecture 
inspired by [10-11]. BRA is also based on the BLSTM 
network but differs from [9] in encoder design. In 2020, [29] 
used the same BLSTM network as [28]. The difference in 
[28-29] is that [28] increased the smoothness loss in the 
motion reconstruction. At the same time, [29] introduced the 
Attention mechanism [30] in the encoder, aiming to make the 
reconstructed motion more natural by imitating human habits. 
However, [28] could not effectively recover the large-scale 
missing marker for a long time, and the robustness was poor, 
while [29] had a poor recovery for the jitter noise. In addition, 
although the gradient disappearance problem has been 
alleviated to some extent in BLSTM, it is still difficult for 
LSTM to capture long-term features when the missing time is 
very long, resulting in low accuracy of noise detection. 

In summary, using deep learning technology for motion 
capture denoising is an effective method. However, the 
currently proposed neural network architecture still has many 
shortages in the accuracy, robustness, and time cost of 
denoising. Therefore, inspired by [10, 13, 28], this paper 
proposes an automatic encoder denoising framework based 
on LSTNet. The framework can effectively capture long-term 
motion features, alleviate the "gradient disappearance" and 
"gradient explosion" problems, and the automatic encoder can 
perform effective manifold learning of motion sequences 
without human manual intervention. 

 
3  Problem Solution 

 
In this part, 3.1 introduces the pipeline of denoising and 

the network architecture is given in 3.2. Then, the corrupt data 
generation is in 3.3. Finally, the network training process is 
shown in 3.4. 

 
3.1 Problem Description 

 
A human motion capture data consists of a series of 

frames, each recording the three-dimensional coordinate 
positions of various joints in the human skeleton. 
Assume

1 2
={ x , , , , , }

t n
X x x x  is the human motion 

capture matrix, where 1 t n≤ ≤ , 
t

x represents frame t , 

so 3d nx R ×∈  and d is the number of joints. Assume that 
the ground-truth sequence is Gx , the noise sequence is cx , 
and the reconstructed motion sequence after denoising is 

= ( )cY f x .Then the denoising problem is transformed into 
finding an optimization function that can minimize the 
difference between the refined motion data Y  and the 
ground-truth sequence Gx . 

2
mi n G

Ff
Y x−

.......................................................(1)
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Figure 2. Denoising pipeline

 
The denoising pipeline is shown in Figure 2. Firstly, 

corrupt data cx  are obtained by adding noise to the original 
motion Gx . Then forward propagation in the neural network 
and the loss rate L  is fed back to the neural network to update 
the weight and offset. Lastly,the corrupt data is tested to get 
the refined motion sequence Y . 

 
3.2 Network Architecture 

 
This paper proposes a neural network architecture ELD 

for automatic encoder based on LSTNet. The architecture is 
shown in Figure 3. 

The automatic encoder uses a 3-layer fully connected 
neural network for manifold learning of MOCAP data. The 
first layer converts the output dimension of each frame to 128, 
the second layer converts the size to 256, and the third layer 
converts the dimension to 512, which is input to LSTNet. 

 

FC 93*128

FC 128*256

FC 256*512
LSTNET

FC 512*256

FC 256*128

FC 128*93

h

E L D

 
Figure 3. ELD architecture 

 
LSTNet uses a convolutional and recurrent layer to obtain 

the motion sequence’s periodic features. LSTNet introduces a 
recurrent-jump layer with a time-span and gets the regular 
part by extending the time-span of the data flow. For example, 
to predict the value at time t and use the most recent records, it 
is also based on the history of a time-span p to find the 
regularity. In this paper, the convolutional layer of LSTNet is 
implemented using one-dimensional convolution, with 48 
filters, and the size of the convolution kernel is 2*93. The 
input data is output to the recurrent layer and recurrent -jump 
layer through the convolutional layer, each of which contains 
512 hidden units. 

The decoder design is composed of three fully- connected 
layers added after the hidden unit of the LSTNet. It integrates 
the eigenvalues between motion sequences learned by the 
neural network, and dimension transformation is carried out 
simultaneously to transform the eigenvectors into input 
dimensions. The first layer converts the output dimension of 
each frame to 256, the second layer converts the size to 128, 
and the third layer converts to 93. That is, the output vector is 
converted to the input dimension. 

 
3.3 Noise generation 

 
To simulate corrupt motion data, we need to add noise to 

the MOCAP data. The noise-adding algorithm is as 
Algorithm 1. 

 
Algorithm 1. The algorithm is to add noise to the 
ground-truth Gx  and return corrupt data cx . 

Function Corrupt( Gx ，
db

SNR R∈ ，
3d nM R ×∈ ) 

if (it has jitter noise) 
( )dbnoi se Guassi an SNR=  

c Gx x noi se= +  
else if(it has missing noise) 

 

else return cx  
End 

 
For jitter noise, we use Gaussian noise to simulate. Given 

the signal-to-noise ratio dbSNR , vector noi se  is generated 

randomly based on the Gaussian noise. The higher the dbSNR , 
the less noise the signal contains. 

For missing noise, a binary vector mask 3d nM R ×∈  is 
used to add noise to the ground-truth data Gx . M is a vector 
that the vector value is in (0,1).  is a product of vectors. If 
a marker is missing, its value in the vector should be 0. 

 
3.4 Training 

 
Assume that c

tx  is the corrupt data at a timet .We input 
c
tx  to fed to the nerual network. When it pass through the 

autoencoder (AC) and get the output ac
th , ac

th  will input to 

LSTNet and output l sn
th .Then it is given to the decoder (DC) 

to get dc
th , and finally, output prediction result Y is acquired 

by the activation function tanh. Assuming that the learning 
rate isθ  and loss L  is calculated in the forward propagation, 
the gradient descent algorithm Adam is used to update 
network parameters through backward propagation. The 
training process is shown in algorithm 2. 
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Algorithm 2. The ELD training 

Function Train( cx ， Rθ ∈ ) 

( )ac c

t t
h AC x=  

( )l st ac

t t
h Lst Net h=  

( )dc l st
t th DC h=  

t anh( )dc
tY h=  

compute L  

( , )AmsGr ad Lθ θ= ∆  

End 
 

In the design of loss function, it is commonly used the 
position of marker deviation to evaluate the loss. Define the 
position loss function between the predict marker position in 
Y  and the ground-truth marker position in  Gx as PL : 

2

1 G

P
L Y X

n
= − .....................................................(2) 

and 
2

 is 2L  norm. 
 
However, the experiment in [31] proves that only 

considering the position loss cannot deal with jitter noise 
effectively. If the loss function does not view the kinetical 
information of the motion, it will cause the action to be 
unsmooth. Therefore, it is difficult to get an ideal 
reconstructed motion sequence using only the loss function of 
the marker positions. Keeping the bone length of the 
reconstructed motion unchanged is a very important kinetical 
feature and is the key to denoising. 

In this paper, we propose a loss function combining 
position and bone length. The loss of bone length was defined 
as BL : 

, ,
1 1 2

n d
G

B i j i j
i j

L Y x
= =

= −∑ ∑
....................................(3) 

 

,i jY
 is the length of the j bone in frame i  of the refined 

motion sequenceY . ,
G
i jx

is the corresponding bone length in 
the ground-truth motion. The loss function L  is defined as: 

 

p P b BL L Lλ λ= +
....................................................(4) 

 
, ( 0, 1)p bλ λ ∈ . During network training, network loss 

L  is minimized by adjusting the value of pλ  and bλ .In our 

experiment pλ  is 0.98 and bλ is 0.02. 
 

4 Simulation 
 

4.1 Dataset and preprocessing 
The human motion capture data used in the experiment is 

from the CMU motion capture database. The data format is 
ASF/AMC, and the sampling frequency of ASF/AMC data is 

120 frames/second. We randomly choose four types of 
motions, including two periodic motions (boxing, walk) and 
two non-periodic motions (everyday behavior and dancing). 
Every type of motion has been experimented with ten times, 
and the average value was recorded. 

The computer used in this experiment has i9-10850K CPU 
and 32G physical memory, and the graphics card is Nvidia 
GeForce RTX3070. The programming language is Python3.7, 
and the deep learning framework is Tensorflow2.0. 

To improve the convergence rate of the neural network, we 
need to map the MOCAP data to the range of [-1,1] firstly. 
The preprocessing is to convert the coordinate data of the 
joint of human motion into the coordinates with the root as the 
origin, find the average position of the motion sequence, and 
shrink the position of the joint to an interval centered on the 
average position. Finally, normalize the motion data to [-1,1] 
to get the data set. Then 60% of the data set is taken as the 
training set, 20% as the validation set, and 20% as the test set. 

In the experiment, the batch size is 96, the epoch is 30, and 
the dropout is 0.5. Thus, in the recurrent layer, time-step is 5 
and time-span p  is 5 in the recurrent -jump layer. 

 
4.2 Evaluation Indexes 

 
The baseline methods are BRA [26] and ERD [10]. The 

main evaluation indexes include mean square error (RMSE) 
and bone length error (BLE). 

 

x y F
P P

RMSE
d n

−
=

× ................................................(5) 
 

xP represents the position of the ground-truth marker, yP  
represents the position of the refined marker.  is F norm, 
d  is data dimension and n  is the number of frames in motion 
sequence. The smaller the RMSE value   is, the smaller the 
difference between the reconstructed marker position and the 
original position , and the better the effect is. 

Bone length error : 
 

1

d

i i
i

B B
BLE

n
=

−
=
∑ 

....................................................(6) 

 

iB is the bone length of each frame in the ground-truth 

motion , and iB  represents the bone length of each frame in 
the corresponding refined motion. Bone length is calculated 
based on the position of the two joints connecting the bones. 

 
4.3 Experimental design and analysis 

 
To verify the effectiveness of our model for the jitter noise, 

firstly , we experiment with the motion reconstruction 
comparison of different models when the Gaussian noise is 
20dB, 10dB, and 1dB, respectively. That =20

db
SNR  indicates 

that the jitter noise is low, and =1
db

SNR  indicates that the jitter 
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Boxing                                     Walk                         Everyday behavior                          Dancing 

 Figure 4. Comparisons of RMSE between ELD and other two methods on four motions with SNR=20 
 

 
Boxing                                     Walk                         Everyday behavior                          Dancing 

Figure 5. Comparisons of RMSE between ELD and other two methods on four motions with SNR=1 
 

 
Boxing                                     Walk                         Everyday behavior                          Dancing 

Figure 6. Comparisons of BLE between ELD and other two methods on four motions with SNR=20 
 

 
Boxing                                     Walk                         Everyday behavior                          Dancing 

Figure 7. Comparisons of BLE between ELD and other two methods on four motions with SNR=1 
 
 

is severe. Figure 4 shows the RMSE comparison results of 
four motions when =20

db
SNR  , and Figure 5 shows the 

comparison results of that =1
db

SNR . The experiment also 
tested the bone-length comparison results , as shown in Figure 
6 and Figure 7. Table 1 gives the comparison of RMSE values 
of each motion under different Gaussian noise amplitude, and 
Table 2 gives the the corresponding comparison value of bone 
length error. 

From Figure 4 to Figure 7 and Table 1 and Table 2, we can 
conclude that: firstly, for each type of motion, our ELD 
method is better than the baseline models. Whether the noise 
amplitude is severe or slight , our RMSE and BLE are much 
lower than the baseline methods so that the reconstructed 
motion sequence will be closer to the ground-truth motion. 
Secondly, the RMSE and BLE of boxing and walk are 
relatively small for the aperiodic movement of everyday 
behavior and dancing because all models use recurrent units 

to capture the periodic motion features. But even for aperiodic 
activity, our method can greatly improve the prediction 
accuracy. Thirdly, the anti-jitter capability of BRA is better 
than ERD. This is because BRA design focuses on optimizing 
bone length, so the bone-length error and jitter level of ERD is 
higher than that of BRA. 

In the actual capture process, jitter noise and missing 
noise often appear together. To verify the robustness of the 
model, we experiment with the prediction performance of 
long-term missing markers under the jitter noise SNR is 20. 
The motion sequence is segmented, and each segment is 120 
frames. The missing marker is the knee joint, and the 
continuous missing frames Gap is set 30, 60 and 120 frames. 
Table 3 shows the RMSE values of different methods with 
different Gap, and Table 4 gives the corresponding BLE 
values. Figure 8 shows the frame-by-frame comparison of the 
RMSE values of each method with Gap=120, and Figure 9 
shows the corresponding BLE values. 
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Table 1. RMSE between ELD and other two methods on four 
motions with different SNR 

Motion Boxing Walk 
SNR 1 10 20 1 10 20 
BRA 0.67 0.55 0.42 0.57 0.39 0.26 
ERD 0.7 0.59 0.45 0.6 0.44 0.28 
ELD 0.61 0.49 0.36 0.37 0.29 0.23 

Motion Everyday behavior Dancing 
SNR 1 10 20 1 10 20 
BRA 1.14 0.81 0.57 1.76 1.61 1.41 
ERD 1.17 0.85 0.59 2.1 1.95 1.78 
ELD 0.66 0.51 0.34 1.65 1.39 1.13 
 
 

Table 2. BLE between ELD and other two methods on four 
motions with different SNR 

Motion Boxing Walk 
SNR 1 10 20 1 10 20 
BRA 1.74 1.41 1.21 1.0 0.87 0.79 
ERD 1.95 1.77 1.6 1.87 1.51 1.15 
ELD 1.61 1.32 1.09 0.84 0.69 0.53 

Motion Everyday behavior Dancing 
SNR 1 10 20 1 10 20 
BRA 1.76 1.59 1.41 3.64 3.51 3.35 
ERD 2.1 1.92 1.78 4.31 4.22 4.0 
ELD 1.65 1.38 1.13 3.14 2.65 2.13 
 

Table 3. Comparisons of RMSE between ELD and other two 
methods on four motions with different numbers of 
continuous frames having missing joints 

Motion Boxing Walk 
Missing Frames 30 60 120 30 60 120 
BRA 0.44 0.47 0.62 0.35 0.47 0.9 
ERD 0.47 0.49 0.64 0.34 0.45 0.81 
ELD 0.36 0.42 0.54 0.29 0.42 0.72 
Motion Everyday behavior Dancing 
Missing Frames 30 60 120 30 60 120 
BRA 0.56 0.61 0.62 1.09 1.17 1.23 
ERD 0.59 0.64 0.60 1.19 1.19 1.33 
ELD 0.38 0.43 0.55 0.81 0.87 1.07 

 
Table 4. Comparisons of BLE between ELD and other two 
methods on four motions with different numbers of 
continuous frames having missing joints 

Motion Boxing Walk 
Missing Frames 30 60 120 30 60 120 
BRA 1.54 1.65 2.19 1.75 1.79 2.05 
ERD 1.19 1.61 1.7 1.2 1.28 1.35 
ELD 0.92 1.15 1.47 0.79 1.03 1.09 
Motion Everyday behavior Dancing 
Missing Frames 30 60 120 30 60 120 
BRA 1.23 1.9 2.28 1.53 2.15 2.84 
ERD 1.54 2.2 2.58 2.15 2.89 4.07 
ELD 0.86 1.42 1.79 0.82 1.53 1.88 

 
 
We can see from Table 3 and Table 4, and Figure 8 and 

Figure 9 that as the number of missing frames increases, the 
RMSE value and BLE value will continue to increase. 
However, compared with the reference methods, the error of 
the ELD is the smallest. The robustness is the best even when 
such a large-scale frame is missing. We can also find that the 
robustness of BRA is not better than that of ERD, indicating 
that BRA has a good effect against jitter noise, but it cannot 
effectively reconstruct large-scale missing noise. 

 
Figure 10 shows the comparisons of the four types of 

motions under mixed noise. It can be seen that, due to the 
bone length constraint, the frame reconstructed by our ELD 
model is closer to the original frame than the  reference 
methods. On the other hand, the recurrent layer and the 
recurrent jump layer in LSTNet can better capture long-term 
features, so the ELD’s performance is better than the 
baselines.

 

 
Boxing                                       Walk                             Everyday behavior                       Dancing 

 Figure 8. RMSE using different denoising methods with 120 continuous frames having missing joints and SNR=20 
 

 
Boxing                                        Walk                             Everyday behavior                        Dancing 

Figure 9. BLE using different denoising methods with 120 continuous frames having missing joints and SNR=20
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Figure 10. Reconstruction effects of four motions under Gap=120 and SNR=20 
(a) Ground-truth data (b) ELD (c) BRA (d) ER 

 
 

3. Processing time 
In this experiment, we record the average time cost of 

training an epoch for each model. The results are shown in 
Table 5. 

It can be seen from  Table 5 that the training time of BRA 
is the longest, nearly twice as long as that of ERD, while the 
time cost of ELD is between them, close to BRA.   

Therefore, this method can also be applied to real-time 
applications. 

 
Table 5. The time of training in different models（Unit: 
second） 

Motion  ELD BRA ERD 
Boxing 1.654 1.774 0.894 
Walk 1.582 1.733 0.851 
Everyday behavior 1.833 1.944 1.092 
Dancing 0.775 0.881 0.475 
 

5 Conclusion  
 
Because of the denoising problem in optical motion 

capture systems, researchers have proposed many neural 
network models to predict noise and refine it. However, the 
proposed model has poor performance. Therefore, this paper 
presents an ELD network model based on an automatic 
encoder, which effectively utilizes the temporal and spatial in 
context and kinetical information of motion to make the 
reconstructed movement closer to the real action and has 
good robustness. The performance of our method and the 
baselines are compared in the experiment. The results show 
that the ELD denoising model can get lower reconstruction 
error, stronger robustness, and shorter running time, which is 
a very effective denoising technology. 

With the development of information technology [32-33] 
and artificial intelligence [34-35],  future research will focus 
on denosing with fewer markers and making the 
reconstructed motion smoother. 
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