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Abstract 

Because of wide studies of Social Network Analysis 

(SNA), identifying users from heterogeneous platforms, 

also known as node alignment, has gradually become a 

research hotspot. In this paper, we propose an INteractive 

Attentional Model for Node Alignment, namely INAMA. 

To tackle the issue, the model leverages both topology 

structures and node attributes. First, we define the 

matched neighbors instead of the original topology 

structures, which consist of neighbors from the aligned 

pairs. By doing so, our model can efficiently leverage 

topology information. Then, an interactive attentional 

model is built to model node message passing processes. 

Specifically, intra and inter attentional mechanisms are 

introduced to determine the neighbor influences from 

local and across networks, respectively. Finally, we 

evaluate our model on six real-world datasets and the 

experimental results demonstrate the effectiveness of our 

model. 

Keywords: Node alignment, Interactive attentional 

model, Matched neighbors, Intra and inter 

1 Introduction 

With the development of the Internet, various social 

networks are around people’s lives. Usually, these 

social networks are built from heterogenous platforms. 

Thus, the same person would have different friendships 

and user profiles. Identifying whether two users from 

different platforms are the same becomes a hotspot in 

SNA. The issue is also known as node alignment and 

addressing it could serve many downstream tasks, such 

as cross-domain recommendation [1-2] and link 

prediction [3-4]. 

Previous efforts usually addressed the issue by 

comparing node attribute similarities, such as genders, 

names and affiliations [5-9]. Although these methods 

look sound, node attributes from different platforms 

are usually quite different or fake. Therefore, only 

utilizing node attributes would not give sufficient clues 

for node alignment. To better understand it, we show 

an example of Twitter-Instagram subnetworks in 

Figure 1, where the goal is to identify whether v1 and 

u1 are the same. Because ‘WADE’ is a common 

surname, only comparing ‘dwyanewade’ and ‘DWade’ 

cannot give a high confidence to align them. As we 

know, graph-structured datasets usually consist of node 

attributes and topologies. In other words, comparing 

topology similarities is also a common way. As shown 

in Figure 1, (v2, u2) and (v4, u4) are two aligned pairs, 

which have the same names and link to the candidate 

pair (v1, u1). Thus, there exists similar topologies of v1 

and u1, which can help us to infer v1 and u1 having a 

high possibility of being aligned. For example, IONE 

[10] and PALE [11] are two representative methods, 

which align nodes by encoding topologies into deep 

latent spaces. However, both methods ignore rich node 

attributes. Benefitting from attributed network 

embedding [12], many attempts have emerged to 

incorporate both node attributes and topologies for 

node alignment. Such as [13] and [14], both of them 

leverage the two aspects but still have some drawbacks, 

where they only aggregate node embeddings with the 

local topologies but node alignment is an interactive 

task across networks. Therefore, both of them cannot 

learn message passing processes across networks, and 

existing methods lack aggregating interactive neighbor 

information for node alignment. 

In this paper, we present the INAMA model, which 

leverages both node attributes and topologies for node 

alignment. Different from previous studies, our model 

designs an interactive attentional framework to 

aggregate diverse neighbor information. Specifically, 

we first define matched neighbors instead of original 

topologies, which only preserve neighbors from 

aligned pairs. Next, intra and inter attentional 

mechanisms are introduced to aggregate interactive 

neighbor information, where intra and inter attentions  
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Figure 1. An example of node alignment, where black 

lines denote connections, the aligned pairs are linked 

by blue dashed lines and the candidate pair is ( )1 1
,v u  

are with respect to (w.r.t) the aggregating operators for 

neighbors from local and across networks. Finally, a 

supervised deep model is applied to generate the 

probabilities for each candidate pair. The main 

contributions are as follows: 

‧ Because of leveraging aligned pairs, our method 

benefits from matched neighbors in two folds: (i) 

The error propagations by noisy neighbors are 

reduced; (ii) The scales of inputs are decreased. 

‧ To incorporate the interactive neighbors, intra and 

inter attentional mechanisms are proposed. By doing 

so, it can model neighbor influences from local and 

across networks, respectively. The attentional results 

can nicely fit to the supervised deep model. 

‧ We compare our method with several state-of-the-art 

baselines on six real-world datasets. Results show 

our method of delivering promising performances. 

‧ As a further exploration of our previous work [15], 

we conduct the Friedman Test [16] and the post-hoc 

Nemenyi Test [17] to investigate whether INAMA 

has statistical differences with other basslines. The 

results show that our method significantly beats 

KNN and SVM. 

‧ Ablation studies are also included in our 

experiments, and results show all components 

contribute to our method. 

The rest of this paper is as follows: Sec. 2 describes 

the node alignment problem. In Sec. 3, we detail the 

matched neighbors and proposed model. Experimental 

results are presented and discussed in Sec. 4. Sec. 5 

briefly reviews the existing approaches for node 

alignment, and conclusions are made in Sec. 6. 

2 Problem Formulation 

Let ( , , )s s s

G V E X=  and ( , , )t t t

G U E X=  be the 

source and target networks, where V and U are node 

sets, s

E  and t

E  are connection sets, s

X  and t

X  

denote node attributes. Given a candidate pair ( ),v u , 

where v V∈  and u U∈ . We can formulate the node 

alignment problem as follows: 

 ˆ: ( , , , , , ) ,s t s t

v u v u
f v u E E X X y→   (1) 

where f represents the mapping function, s

v
E  and t

u
E  

represent the topologies of v and u, s

v
X  and t

u
X  

represent the attributes of v and u, ŷ  represents the 

predicted result. Therefore, the essence of node 

alignment is to find a suitable mapping function f. 

3 The Proposed Method 

In this section, we show the details of the proposed 

model. First, we define the matched neighbors. Then, 

we build an interactive attentional model upon the 

matched neighbors.  

3.1 Matched Neighbors 

Because topologies in source and target networks 

are usually heterogeneous, adopting original neighbors 

of the candidate pair may bring some noises. To 

overcome it, we define matched neighbors instead of 

the original ones. Assuming there’s a candidate pair 

( ),v u  and R aligned pairs ,

s t
A A , where v V∈ , 

u U∈ , s

A V⊆ , t

A U⊆  and ( ),

s t

i i
A A  represents the i-

th aligned pair. First, we augment topology structures 

through aligned pairs. Given any two aligned pairs 

( ),

s t

i i
A A  and ( ),

s t

j j
A A , we link t

i
A  to t

j
A  if s

i
A  linking 

to s

j
A , and link s

i
A  and s

j
A if t

i
A  linking to t

j
A . Then, 

we can obtain the neighbors s

v
N  and t

u
N  for v and u. 

Next, we intersect neighbors and aligned sets for v and 

u. To avoid empty sets, we add each node itself to the 

results of intersections to generate corresponding 

matched neighbors. The detailed process is shown in 

Algorithm 1. 

 

Algorithm 1. Generating Matched Neighbors 

Input: v V∈ , u U∈ , s

A V⊆ , t

A U⊆ . 

1. for i = 1, ..., R do 

2.   for j = 1, ..., R do 

3.     if s

i
A linking to s

j
A  ( t

i
A linking to t

j
A ): 

4.       let t

i
A link to t

j
A  ( s

i
A link to s

j
A ) 

5.     end if 

6.  end for 

7. end for 

8. generating neighbors s

v
N and t

u
N w.r.t v and u 

9. s s

v v
M N A v= ∩ ∪ , t t

u u
M N A u= ∩ ∪  

Output: [ ]1
= , ,

v P
M v v… , 

1
= , ,u QM u u⎡ ⎤⎣ ⎦… . 
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To better understand the definition, we review 

Figure 1 and show how to generate matched neighbors 

for the candidate pair ( )1 1
,v u  in Figure 2. We first 

augment the original topologies and connect v4 to v2 

with a red line. It is clear that v1 and u1 have similar 

triangles ▲(v1, v2, v4) and ▲(u1, u2, u4), which implies 

v1 and u1 have a high confidence to be aligned. Next, 

we generate neighbors for v1 and u1 as [ ]
1

2 3 4
= , ,

s

v
N v v v  

and [ ]
1

2 3 4
= , , .

t

u
N u u u  Finally, after several set operations, 

we can obtain the matched neighbors of v1 and u1 as 

[ ]
1

1 2 4
= , ,

v
M v v v  and [ ]

1
1 2 4

= , ,
u

M u u u . 

 

Figure 2. An example of generating matched 

neighbors for v1 and u1 

3.2 INAMA Model 

Based on the matched neighbors and node attributes, 

an interactive attentional model INAMA is built, where 

intra and inter attentional mechanisms reflect the 

interactions. Figure 3 shows the overall framework, 

where Figure 3(a) presents the main model and Figure 

3(b) gives the employed attentional mechanism. 

According to Figure 3(a), our model consists of four 

components: (1) First, employing an embedding layer 

to obtain dense low dimensional embeddings; (2) Then, 

adopting intra and inter attentions to aggregate the 

interactive neighbor information of the candidate pair; 

(3) Next, several hidden layers are utilized; (4) Finally, 

the output is given to determine whether the candidate 

pair is matched. 

Without loss of generality, assuming the candidate 

pair is ( ),v u  and their corresponding matched neighbors 

are [ ]1
= , ,

v P
M v v…  and 

1
= , , .u QM u u⎡ ⎤⎣ ⎦…  Given any 

node z and its original attribute ,

F

z
X ∈�  where F 

represents the original dimension of attributes. 

Through embedding layer, we can map Xz into a d 

dimensional dense embedding d

z
h ∈�  as follows: 

 ( )tanh ,
T

z z
h W X b= +  (2) 

where F d
W

×

∈�  is a sharing weighted matrix and 
d

b∈�  is the corresponding bias. In particular, the 

tanh function is adopted. According to Eq. 2, we can 

obtain embeddings of the candidate pair as hv and hu, 

and embeddings of their corresponding matched 

neighbors as 
1

, ,

P
v v
h h⎡ ⎤⎣ ⎦…  and 

1

, ,

Qu u
h h⎡ ⎤
⎣ ⎦

… . 

 

Figure 3. The framework of INAMA. (a) represents the main model, where blue and red lines are w.r.t the intra and 

inter attentions. (b) details the attentional mechanism, where the example refers to the intra attention of v 
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Next, those embeddings are input into the attention 

layer. As shown in Figure 3(a), the interactive 

attentional model includes intra and inter attentional 

mechanisms. To better understand it, we show the 

detailed computations of intra and inter attentions for v. 

According to Figure 3(b), the intra attention coefficient 

of i-th matched neighbor vi can be formulated as 

follows: 

 [ , , , ],
i i i i

T

v v v v v v v
c a h h h h h h= − ⊗  (3) 

where 4T d
a ∈�  denotes the weighted vector, [,] 

denotes combinations, 
i

v v
h h−  and 

i
v v
h h⊗  are w.r.t 

the operations of absolute difference and out product. 

Similarly, the inter attention coefficient of j-th matched 

neighbor uj can be formulated as follows: 

 [ , , , ]
j j j j

T

u v u v u v u
c a h h h h h h= − ⊗  (4) 

Then, we normalize the coefficients with the softmax 

function. By doing so, the i-th intra attention 

coefficient and the j-th inter attention coefficient can be 

formulated as Eq. 5 and Eq. 6. 

 

1

exp(LeakyReLU( ))
= ,

exp(LeakyReLU( ))

i

i

k

v

v P

vk

c

w

c
=

∑
 (5)  

 

1

exp(LeakyReLU( ))
= ,

exp(LeakyReLU( ))

j

j

k

u

u Q

uk

c

w

c
=

∑
 (6) 

where exp denotes expectation and LeakyReLU is 

adopted as the activation function. Finally, a sum 

pooling manner is adopted to compute the results of 

intra and inter attentions. It can be formulated as Eq. 7 

and Eq. 8. 

 '

1
,

i i

P

v v vi
h w h

=

=∑  (7) 

 ''

1
,

j j

Q

v u uj
h w h

=

=∑  (8) 

where '

v
h  and ''

v
h  are w.r.t the results of intra and inter 

attentions for v. Similarly, we can compute the results 

of intra and inter attentions for u as '

u
h  and ''

u
h . 

In hidden layer, we compute absolute differences for 

the candidate pair according to the attention manner. 

After that, we combine the results and treat it as the 

input for output layer. Here, a fully connected network 

is employed to generate predictions. The process can 

be formulated as follows: 

 ( )' ' '' ''ˆ [ , ] ,
v u v u

y f h h h h= − −  (9) 

where f is the mapping function within a fully 

connected network. Finally, the cross-entropy loss 

function is adopted in the training phase. To be specific, 

given N training pairs and their labels, the loss function 

can be formulated as Eq. 10. 

 
1

1
ˆ( , ),

N

i i

i

L CrossEntropy y y
N

=

= ∑  (10)  

where ˆ
i
y  and

i
y  are w.r.t the predicted result and label 

of i-th training pair. 

4 Experiments 

To validate INAMA, we first show the effectiveness 

of it through node alignment experiments. Then, 

statistical tests are adopted to determine whether 

there’re significant differences between our method 

and other approaches. Finally, we conduct ablation 

studies to show the effectiveness of each component in 

our model. 

4.1 Experimental Setup 

In this part, we present the details of datasets, 

baselines, the evaluation metric and implementations. 

4.1.1 Datasets 

In this paper, we conduct our experiments on six 

datasets, where three of them are SNA datasets and the 

other are academic datasets. The three SNA datasets 

are obtained from [18], namely Douban Online-Offline, 

Flickr-Lastfm and Flickr-Myspace. To be specific, user 

locations are treated as node attributes in the first 

dataset. User genders, including ‘male’, ‘female’ and 

‘unknown’, compose node attributes for the other two 

datasets. In addition, we extract academic networks by 

chronological orders from DBLP, and construct the 

topologies around Yoshua Begio with no more than 

four-hops. To be specific, years 2016~2018 are 

adopted and names of conferences (journals) are 

treated as attributes. The authors’ identities in DBLP 

form the alignment labels. Because node attributes are 

all discrete features, we represent the node attributes 

with the one-hot encoding manner. The detailed 

descriptions of datasets are shown in Table 1, where 

#Link denotes connections. #Anchor Link denotes the 

aligned pairs.  

4.1.2 Baselines 

We compare our method with five baselines and 

categorize them into three types: (1) Attribute-based 

methods, including KNN, SVM and ULink; (2) 

Topology-based methods, i.e., IONE; (3) Methods of 

leveraging both node attributes and topologies, namely 

MEgo2Vec. 

‧ KNN: K-Nearest-Neighbor (KNN) is a nonparametric 

baseline. It ranks the node attribute similarities 

between two networks and generates k nearest nodes 

in the target network as matched candidates. 
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Table 1. Descriptions of datasets 

Source Network Target Network 
Datasets 

#Node #Link #Node #Link 
#Attribute #Anchor Link 

Douban Online-Offline 1118 3022 3906 16328 187 1118 

Flickr-Lastfm 12974 32298 15436 32638 3 452 

Flickr-Myspace 6714 14666 10733 21767 3 267 

DBLP 17-16 9455 27721 11509 33858 2059 1823 

DBLP 18-16 5562 15966 11509 33858 1831 1028 

DBLP 18-17 5562 15966 9455 27721 1833 1156 

 

‧ SVM: Support Vector Machine is a supervised 

binary classifier. We combine attributes of node 

pairs to form unified feature vectors, and train a 

SVM classifier based on the training pairs. 

‧ IONE [10]: The method learns network embeddings 

with input/output context vector representations, and 

utilizes labeled and potential aligned pairs to 

propagate the context information across networks. 

‧ ULink [9]: The method models node attributes in a 

latent space. It aims to minimize the distances of 

positive pairs and maximize the distances of 

negative pairs.  

‧ MEgo2Vec [14]: It encodes node pairs’ ego 

networks to address the issue. Attentional mechanisms 

are employed to distinguish influences of diverse 

neighbors in local networks. In particular, we 

remove the character-level CNN layers for user 

attributes. 

Next, we summarize methods involved in this paper 

in Table 2. According to Table 2, INAMA is the only 

embedding model with low complexity, which can 

leverage both topologies and node attributes. 

Table 2. A summary of methods involved in this paper 

Method Embedding Topology Attribute Complexity 

KNN   ✓ Low 

SVM   ✓ Low 

Ulink   ✓ Low 

IONE ✓ ✓  High 

MEgo2Vec 

INAMA 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

High 

Low 

 

4.1.3 Evaluation Metric 

Following [9], we validate all competitors by Hit-

precision of the top-k candidates. The computation of 

Hit-precision for each test pair is as follows: 

 
( ( ) 1)

( ) ,
k hit x

h x
k

− −

=  (11)  

where hit(x) represents the position of the matched 

node x in the top-k candidates. Then, the average Hit-

precision score on N test pairs can be computed as 

follows: 

 
1

1
( )

N

i

i

Hit precision h x
N

=

− = ∑  (12) 

In our experiments, we select k from {1, 5, 10, 15, 

20, 25, 30}, where k = 1 represents accuracy. 

4.1.4 Implementation Details 

To avoid random biases, we repeat each experiment 

five times and report the average performance. The 

aligned pairs are divided into 5 folds each time, where 

4 folds construct the training set and 1 fold constructs 

the test set. In the training phase, for each aligned pair 

( ),v u , we generate ten negative samples v�  and u� , and 

replace v and u to obtain the negative training pairs, i.e., 

( ),v u�  and ( ), .v u�  In experiments, we train each 

method based on positive and negative pairs. For SVM 

and ULink, we select coefficient C via validation on 

the training data. We set the negative sampling number 

as 5 for network embedding in IONE. For a fair 

comparison, embedding sizes are set as 50 for all 

embedding models. In particular, we set the learning 

rate for INAMA as 0.001 and the training batch size as 

500. 

4.2 Node Alignment Experiments 

Figure 4 presents the node alignment performances. 

According to Figure 4, we can make the following 

conclusions: (1) With increasing the value of k, our 

model consistently delivers the best on Flickr-Myspace 

and three academic datasets. In addition, it also shows 

superiorities on another two SNA datasets when k = 20, 

25, 30. Therefore, the results validate the effectiveness 

of our model; (2) MEgo2Vec and INAMA often 

perform better than the other baselines. It indicates that 
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both node attributes and topologies contribute to node 

alignment; (3) Attribute-based methods, i.e., KNN, 

SVM and ULink, perform not well. It verifies that only 

utilizing node attributes cannot provide a high 

confidence for node alignment. Thus, to tackle the 

issue, we need to incorporate the topology structures; 

(4) The performances of INAMA are usually better 

than MEgo2Vec and IONE, which show both 

effectiveness and reasonability of utilizing matched 

neighbors instead of original topologies. In addition, 

because of leveraging both topologies and node 

attributes, INAMA and MEgo2Vec deliver better 

performances than IONE on academic datasets with 

rich features; (5) With increasing k value, there are 

consistent improvements for all methods. The reason is 

that matched nodes are more likely to be hit with 

increasing k value; (6) For our method, when k = 1, the 

performances on Flickr-Lastfm and Flickr-Myspace are 

much worse and the performance on Douban Online-

Offline achieves quite a promising result. The reason is 

that the topologies of the two SNA datasets are with 

large scales, where the aligned pairs are with small 

scales. On the opposite hand, the aligned pairs and 

attributes of Douban Online-Offline are much larger. 

  

(a) Performance on Douban Online-Offline (b) Performance on Flickr-Lastfm 

  

(c) Performance on Flickr-Myspace (d) Performance on DBLP 17-16 

  

(e) Performance on DBLP 18-16 (f) Performance on DBLP 18-17 

Figure 4. Node alignment performance (%) 



INAMA: An Interactive Attentional Model for Node Alignment 1593 

 

4.3 Statistical Experiments 

To determine whether the performances of node 

alignment exist statistical differences, we first employ 

Friedman Test [16] to make detections. If there existed 

differences, the post-hoc Nemenyi Test [17] would be 

adopted to clear up the differences. For the Friedman 

Test, we treat the number of k value as blocks and the 

number of involved methods as treatments. Thus, 

numbers of blocks and treatments are w.r.t five and six. 

Table 3 shows the Friedman Test results with 

significant hypothesis level α = 0.05, where p value 

less than α means rejecting the hypothesis and there 

exist significant differences. According to Table 3, 

significant differences exist on all datasets and the 

post-hoc Nemenyi Test should be conducted.  

Before conducting the Nemenyi Test, we briefly 

introduce the experimental steps. It firstly computes 

the average rank for each method based on node 

alignment results with different k settings. According 

Table 3. Friedman Test results 

Dataset p value Hypothesis 

Douban Online-Offline 3.3024×10-6 × 

Flickr-Lastfm 2.6017×10-6 × 

Flickr-Myspace 1.3435×10-6 × 

DBLP 17-16 1.5047×10-6 × 

DBLP 18-16 1.8842×10-6 × 

DBLP 18-17 1.8842×10-6 × 

 

to [17], the small (large) rank represents the better 

(worse) performance. Then, it calculates the critical 

distance (CD), which depends on numbers of blocks 

and treatments with a given critical value (0.05 is used 

here). Finally, the rank difference for arbitrary two 

methods is larger than CD, indicating that they have a 

statistical difference. Because of the same numbers of 

treatments and blocks, the CD values on all datasets 

are equal to 2.85. Figure 5 shows the Nemenyi Test 

results, where the top line represents CD and the 

lowest ranks are at the right-most side of the axis. 

  

(a) Results on Douban Online-Offline (b) Results on Flickr-Lastfm  

  

(c) Results on Flickr-Myspace (d) Results on DBLP 17-16 

  

(e) Results on DBLP 18-16 (f) Results on DBLP 18-17 

Figure 5. Nemenyi Test results 



1594 Journal of Internet Technology Volume 22 (2021) No.7 

 

Specifically, methods do not differ significantly with 

a bold line. Therefore, we can make the following 

conclusions: (1) INAMA delivers the best on most 

datasets except Douban Online-Offline; (2) INAMA 

significantly performs better than SVM and KNN in all 

cases, and it shows statistical superiorities than ULink 

on academic datasets and Flickr-Myspace; (3) The 

ranks of MEgo2Vec take up high orders in most cases. 

It is because the method incorporates both topologies 

and node attributes to learn the node alignment task-

oriented embeddings; (4) The attribute-based methods, 

i.e., KNN, SVM and ULink, often take up low orders. 

It again verifies that only using node attributes couldn’t 

give sufficient clues for node alignment. 

4.4 Ablation Experiments 

According to Figure 3, INAMA is affected by three 

aspects, i.e., node inputs, neighbors and attentions. In 

other words, node attributes, matched neighbors, intra 

and inter attentions all contribute to our model. To 

validate the effectiveness and reasonability of each 

aspect, we conduct ablation experiments. To validate 

the effectiveness of node attributes, we encode node 

ids in one-hot form to replace the original ones. The 

variant model is named as ‘w/o attr’. For matched 

neighbors, intra and inter attentional mechanisms, we 

remove respective neural networks to validate the 

effectiveness of topologies and interactive attentions, 

where the corresponding variant models are named as 

‘w/o MN’, ‘w/o intra’ and ‘w/o inter’. Figure 6 shows 

the ablation study results, where ‘Original’ represents 

our method. Therefore, we can make the following 

conclusions: (1) Compared to the performances of ‘w/o 

attr’ and ‘Original’, it shows existing significant 

differences on the datasets with rich inputs. That is to 

say our model satisfies the datasets with rich inputs; (2) 

Compared to the performances of ‘w/o MN’ and 

‘Original’, it again validates the effectiveness of 

defining matched neighbors and also reveals the 

reasonability; (3) Observing the results of ‘w/o intra’, 

‘w/o inter’ and ‘Original’, we can see that our model is 

slightly better than the other two variants in most cases. 

Thus, it validates both intra and inter attentions. To 

sum up, the ablation study validates the effectiveness 

of each component. 

5 Related Work 

In earlier works, comparing names to solve node 

alignment problems was widely studied. For instance, 

Zafarani et al. [6] proposed a node alignment method 

by adding or removing prefixes or postfixes of names. 

Soon afterwards, they incorporated the habits of names 

to make comprehensive study for node alignment 

problem [7]. Kong et al. [8] tried to align nodes by 

comparing the cosine similarities of the TF-IDF textual 

features of names. In [9], Mu et al. tackled the issue by 

mapping users in a latent space with a metric learning 

approach. Because of heterogeneous node attributes, 

these works do not well address the node alignment 

problem. 

In terms of aforementioned analysis, topologies also 

contribute to node alignment. Therefore, many 

topology-based attempts are proposed. For example, 

Zhou et al. [19] computed similarities of shared 

neighbors with Adamic-Adar metric. However, the 

method cannot well satisfy the datasets with sparse 

aligned pairs. With the development of network 

embedding, embedding nodes into deep latent space to 

align nodes is also well studied. For instance, IONE 

[10] and PALE [11] are the two representative methods, 

where the network embedding technique is adopted to 

align pairs. Although the above methods leverage 

topologies, they all ignore node attributes, which also 

contribute to the task. 

Recently, incorporating both node attributes and 

topologies to tackle node alignment problem has 

become a hotspot. For example, there exist some 

unsupervised methods by decomposing matrixes of the 

two aspects, such as [18]. In [20], an unsupervised co-

training model is proposed, which integrates both node 

attributes and topologies for node alignment. Zhang et 

al. [13] tackled the problem by a supervised manner to 

utilizing the two aspects and inferring labels. As an 

advanced method, MEgo2Vec [14] designs an ego 

network for each pair, and incorporates both structural 

consistencies and node attributes to learn task-oriented 

node embeddings. Although the above methods 

leverage both aspects, they cannot capture the 

interactive neighbor influences, where our method 

addresses it nicely. 

6 Conclusion 

With the intensive study of SNA, node alignment 

becomes a hot topic. Previous studies have mostly 

failed to adequately address the issue. In this paper, we 

present a novel interactive attentional model, which 

leverages both topology structures and node attributes 

for node alignment. On one hand, our model leverages 

topology structure information efficiently based on the 

defined matched neighbors. On the other hand, intra 

and inter attentional mechanisms are employed to 

distinguish the neighbor influences from local and 

across networks, respectively. The performances of 

several experiments consistently show the superiority 

of our model against the state-of-the art methods. 

Acknowledgments 

Portions of this work were presented at the APWeb-

WAIM in 2020 [15]. This research was supported in 

part by NSFC under Grant Nos. U1836107, 61832004, 

61572158, 61972111 and 61602132, Shenzhen Science 

and Technology Program under Grant no. JCYJ2016 

0330163900579. 



INAMA: An Interactive Attentional Model for Node Alignment 1595 

 

  

(a) Results on Douban Online-Offline (b) Results on Flickr-Lastfm 

  

(c) Results on Flickr-Myspace (d) Results on DBLP 17-16 

  

(e) Results on DBLP 18-16 (f) Results on DBLP 18-17 

Figure 6. Ablation study results (%) 

References 

[1] L. Hu, J. Cao, G. Xu, L. Cao, Z. Gu, C. Zhu, Personalized 

recommendation via cross-domain triadic factorization, 

Proceedings of the 22nd international conference on World 

Wide Web, Rio de Janeiro, Brazil, 2013, pp. 595-606. 

[2] X. Wang, X. He, L. Nie, T.-S. Chua, Item silk road: 

Recommending items from information domains to social 

users, Proceedings of the 40th International ACM SIGIR 

conference on Research and Development in Information 

Retrieval, Tokyo, Japan, 2017, pp. 185-194. 

[3] Y. Dong, J. Tang, S. Wu, J. Tian, N. V. Chawla, J. Rao, H. 

Cao, Link prediction and recommendation across 

heterogeneous social networks, Proceedings of the 12th IEEE 

International Conference on Data Mining, Brussels, Belgium, 

2012, pp. 181-190. 

[4] J. Zhang, P. S. Yu, Z. Zhou, Meta-path based multi-network 

collective link prediction, Proceedings of the 20th ACM 

SIGKDD international conference on Knowledge discovery 

and data mining, New York City, New York, 2014, pp. 1286-



1596 Journal of Internet Technology Volume 22 (2021) No.7 

1295. 

[5] J. Liu, F. Zhang, X. Song, Y.-I. Song, C.-Y. Lin, H.-W. Hon, 

What’s in a name?: an unsupervised approach to link users 

across communities, Proceedings of the 6th ACM international 

conference on Web search and data mining, Rome, Italy, 

2013, pp. 495-504. 

[6] R. Zafarani, H. Liu, Connecting corresponding identities 

across communities, Proceedings of the 3rd International 

AAAI Conference on Weblogs and Social Media, San Jose, 

California, 2009, pp. 354-357. 

[7] R. Zafarani, H. Liu, Connecting users across social media 

sites: a behavioral modeling approach, Proceedings of the 

19th ACM SIGKDD international conference on Knowledge 

discovery and data mining, Chicago, Illinois, 2013, pp. 41-49. 

[8] X. Kong, J. Zhang, P. S. Yu, Inferring anchor links across 

multiple heterogeneous social networks, Proceedings of the 

22nd ACM international conference on Information & 

Knowledge Management, San Francisco, California, 2013, pp. 

179-188. 

[9] X. Mu, F. Zhu, E.-P. Lim, J. Xiao, J. Wang, Z.-H. Zhou, User 

identity linkage by latent user space modelling, Proceedings 

of the 22nd ACM SIGKDD International Conference on 

Knowledge Discovery and Data Mining, San Francisco, 

California, 2016, pp. 1775-1784. 

[10] L. Liu, W. K. Cheung, X. Li, L. Liao, Aligning users across 

social networks using network embedding, Proceedings of the 

25th International Joint Conference on Artificial Intelligence, 

New York City, New York, 2016, pp. 1774-1780. 

[11] T. Man, H. Shen, S. Liu, X. Jin, X. Cheng, Predict anchor 

links across social networks via an embedding approach, 

Proceedings of the 25th International Joint Conference on 

Artificial Intelligence, New York City, New York, 2016, pp. 

1823-1929. 

[12] Z. Huang, X. Li, Y. Ye, F. Li, F. Liu, Y. Yao, TLVANE: a 

two-level variation model for attributed network embedding, 

Neural Computing and Applications, Vol. 32, No. 9, pp. 

4835-4847, May, 2020. 

[13] Y. Zhang, J. Tang, Z. Yang, J. Pei, P. S. Yu, Cosnet: 

Connecting heterogeneous social networks with local and 

global consistency, Proceedings of the 21th ACM SIGKDD 

International Conference on Knowledge Discovery and Data 

Mining, Sydney, Australia, 2015, pp. 1485-1494. 

[14] J. Zhang, B. Chen, X. Wang, H. Chen, C. Li, F. Jin, G. Song, 

Y. Zhang, MEgo2Vec: Embedding Matched Ego Networks 

for User Alignment Across Social Networks, Proceedings of 

the 27th ACM International Conference on Information and 

Knowledge Management, Torino, Italy, 2018, pp. 327-336. 

[15] Z. Huang, X. Li, Y. Ye, Aligning Users Across Social 

Networks via Intra and Inter Attentions, Proceedings of the 

4th Web and Big Data International Joint Conference, 

Tianjin, China, 2020, pp. 162-169. 

[16] M. Friedman, The use of ranks to avoid the assumption of 

normality implicit in the analysis of variance, Journal of the 

American Statistical Association, Vol. 32, No. 200, pp. 675-

701, December, 1937. 

 

[17] P. Nemenyi, Distribution-free multiple comparisons, Ph. D. 

Thesis, Princeton University, Princeton, New Jersey, 1963. 

[18] S. Zhang, H. Tong, Final: Fast attributed network alignment, 

Proceedings of the 22nd ACM SIGKDD International 

Conference on Knowledge Discovery and Data Mining, San 

Francisco, California, 2016, pp. 1345-1354. 

[19] X. Zhou, X. Liang, H. Zhang, Y. Ma, Cross-platform 

identification of anonymous identical users in multiple social 

media networks, IEEE Transactions on Knowledge and Data 

Engineering, Vol. 28, No. 2, pp. 411-424, February, 2016. 

[20] Z. Zhong, Y. Cao, M. Guo, Z. Nie, Colink: An unsupervised 

framework for user identity linkage, Proceedings of the 32nd 

AAAI Conference on Artificial Intelligence, New Orleans, 

Louisiana, 2018, pp. 5714-5721. 

Biographies 

Zhichao Huang is a Ph.D. student in 

the Harbin Institute of Technology, 

Shenzhen, China. He received the M.S. 

degree in Computer Science and 

Technology from Harbin Institute of 

Technology, Shenzhen, China, in 2016. 

His research interest mainly lies in data mining and 

graph deep learning. 

 

Yuxi Sun is a Ph.D. student in the 

Harbin Institute of Technology, 

Shenzhen, China. He received the M.S. 

degree in Computer Science and 

Technology from Harbin Institute of 

Technology, Shenzhen, China, in 

2017. His research interests include 

image processing for remote sensing and machine 

learning. 

 

Yunming Ye is a Professor in the 

Harbin Institute of Technology, 

Shenzhen, China. He received the 

Ph.D. degree in Computer Science 

from Shanghai Jiao Tong University, 

China. His research interests include 

data mining, text mining, and ensemble learning 

algorithms. 

 

Wensheng Gan received the Ph.D. 

degree in Computer Science and 

Technology, Harbin Institute of 

Technology, Shenzhen, China, in 

2019. He is currently an Association 

Professor with the College of Cyber 

Security, Jinan University, China. His 

research interests include data mining and big data. 

 

 

 

 



INAMA: An Interactive Attentional Model for Node Alignment 1597 

 

Wei-Che Chien is an Assistant 

Professor in the National Dong Hwa 

University, Taiwan, R.O.C. He 

received the Ph.D. degree in the 

Department of Engineering Science, 

National Cheng Kung University, 

Taiwan, R.O.C, in 2020. His research 

interests include wireless sensor networks, 5G 

networks, AIoT, and cloud computing. 

 



1598 Journal of Internet Technology Volume 22 (2021) No.7 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHT <FEFF005b683964da300c9ad86a94002851fa8840002b89d27dda0029300d005d0020005b683964da300c8f3851fa0033003000300064002851fa88400029300d005d00204f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        8.503940
        8.503940
        8.503940
        8.503940
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9.354330
      /MarksWeight 0.141730
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed true
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


