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Abstract 

Wi-Fi-based activity recognition has been widely used 

in many fields. However, there is no research dedicated to 

educational activity recognition, and a lot of works using 

Wi-Fi signals for human activity recognition does not 

have generalization performance for left-out users whose 

CSI data are not training in model. In order to solve the 

above problems, we propose an educational activity 

recognition model which can effectively target at left-out 

user. In addition, we considered the generalization 

performance of the model when facing the activities with 

different directions and different scenes. The 

experimental results show that our model has excellent 

performance in the above situations, and also has higher 

recognition accuracy in the face of left-out user. 

Keywords: CSI, Activity recognition, Wi-Fi, SSGAN, 

Robustness 

1 Introduction 

Human activity recognition technology has a wide 

range of applications in many aspects such as smart 

homes and the Internet of Things [1], and it is an 

important means of human-computer interaction. The 

current human activity recognition technology can be 

roughly divided into contact recognition and non-

contact recognition. Contact recognition usually 

requires users to actively wear a specific device [2], 

which can quantitatively analyze the movement of the 

human body to achieve detailed Granular perception. 

However, this recognition method is costly and 

inconvenient to install and adopt, so that is only 

suitable for professional scenes with few recognition 

objects. Traditional non-contact recognition has strict 

requirements on the surrounding environment. It 

cannot work under weak light conditions and 

obstructions, and often infringes the user’s privacy [3]. 

This leads the equipment is difficult to apply to scenes 

with high privacy protection requirements (Such as in 

bedroom). 

In recent years, Wi-Fi signals have been gradually 

used in the field of human recognition. Researchers 

have realized a series of activity recognition 

technologies such as sleep monitoring [4], fall 

detection [5], gesture recognition [6], and driving 

activity recognition [7] by extracting the CSI of Wi-Fi 

devices. Benefiting from the large-scale popularization 

of commercial Wi-Fi, Wi-Fi-based activity recognition 

technology can achieve universal promotion at a very 

low cost. 

At present, many CSI-based activity recognition 

technologies do not have generalization performance 

for left-out user. Even if the model trained with the 

deep network still shows high enough accuracy on the 

test set, when facing new users, due to the different 

physical characteristics and movement habits of the 

individual device users, the recognition accuracy will 

often decrease a lot of. This is reflected in many works. 

In a real scene, the device user needs to obtain a high 

recognition effect in a short period of time, so it is not 

feasible to collect a large number of labeled samples 

from left-out user. To train the model with a small 

number of labeled samples and a large number of 

unlabeled samples. By extracting the characteristics of 

left-out user, the model can obtain a higher 

generalization performance. In view of this situation, 

we proposed the use of SSGAN [8] to improve the 

accuracy of the recognition model with left-out user. 

In the case of fewer labeled samples, in order to use 

unlabeled samples for training, we add a generator to 

the original model and modify the output of the 

original classifier to k+1 class. Therefore, the classifier 

gets a total of three types of input: labeled samples, 

unlabeled samples, and fake samples. The fake samples 

are generated by GAN [9]. The output of the k items of 

the classifier is the sample classification of the data, 

and the output of the k+1 item is the label of unlabeled 

samples or fake samples. The classifier accepts the 

optimization of the supervised model and the semi-

supervised model at the same time. After the training is 
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completed, the classifier can be used to identify the 

educational activity of left-out user. 

The experimental results prove that our model can 

achieve fine-grained perception of educational activity, 

and it is also robust when faced with different 

directions and different scenes. Even in the face of left-

out user with only a small number of labeled samples, 

the semi-supervised model can achieve good recognition 

results. 

In summary, the main contributions of our work are 

as follows: 

(1) As far as we know, this is the first time that 

commercial Wi-Fi human activity recognition 

technology has been applied to the educational field. 

(2) The model proposed in this paper can accurately 

identify six common educational activities, and proves 

the robustness of the model when facing activities in 

different directions and different scenes. 

(3) This paper is based on the semi-supervised 

model implemented by GAN, which has good 

generalization ability in the face of left-out user, shows 

that it has practical value. 

2 Materials and Methods 

2.1 Data Collection 

CSI is the information used to estimate the channel 

state in the commercial Wi-Fi OFDM technology, 

represents the transmission characteristics of the signal 

in the communication link (Figure 1). When 

encountering objects with a size smaller than the 

wavelength, scattering will occur. CSI can be captured 

on almost all commercial Wi-Fi devices, which 

provides us with low-cost and universal research 

conditions.  

 

Figure 1. The transmission path of indoor wireless 

signals  

CSI Tool released by Halperin et al. [10] in 2011 

greatly promoted the research status based on CSI. The 

tool modifies the driver of the Intel 5300 network card 

and provides a CSI read interface. At present, most 

CSI-based work is done with the tool. The Intel 5300 

network card uniformly extracts 30 sub-carriers 

according to the 802.11n standard. Therefore, the 

collected CSI matrix is as follows: 

 
CSI sc tx rx

H N N N= × ×  (1) 

Where 
sc

N  = 30 is the number of subcarriers, 
tx

N  is 

the number of transmitting antennas, and 
rx

N  is the 

number of receiving antennas. 

Our experimental equipment uses two computers 

equipped with Intel 5300 network card as the 

transmitter (TX) and receiver (RX) of the CSI 

respectively. We extend the 3 antennas of the receiver 

to the outside to obtain better signal transmission 

Quality. Our experimental data is collected on the 165 

channel of the 5G frequency band. Compared to the 

2.4G frequency band, there is no overlap between Wi-

Fi channels on this frequency band, and there are 

currently fewer electronic devices working in this 

frequency band [11]. Therefore, collecting data on this 

frequency band can reduce irrelevant electromagnetic 

interference and obtain reliable signal transmission. 

The center frequency of the channel is 5.825 GHz, and 

the wavelength is 5.15 cm. In our experiment, the 

distance between the three receiving antennas is greater 

than / 2λ  ( λ  is the wavelength), so that the fading 

signals received by different antennas are 

approximately independent, so as to obtain better 

spatial diversity gain and improve the reliability of 

signal transmission. 

We collected 6 types of common educational 

activity from 11 volunteers, including 6 males and 5 

females. The volunteers were 22-26 years old. These 6 

types of educational activity include hand up, attend 

lecture, bend down, hand clap, Walk, and sit down 

(Figure 2). We assume that the duration of each type of 

activity is 3 seconds. Considering that the CSI signal 

fluctuation frequency caused by human activities in the 

indoor environment is not greater than 300Hz, while 

the frequency classification caused by human walking 

is even lower than 60Hz, we set the sampling 

frequency to 1000Hz to meet the Nyquist sampling 

theorem, the number of sent packets is counted as 3000. 

 

Figure 2. Educational activities (hand up, attend 

lecture, bend down, hand clap, walk, sit down) 

We hope that the recognition model can work well 

in any scenes, so it is very important to obtain a robust 
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model. In order to verify the robustness of the model in 

different scenes, our data was collected in the office 

and the conference room (Figure 3 and Figure 4). 

Different from the office scene, there is more furniture 

interference in the conference room, and the signal 

transmitter/receiver is located in the corner, which 

leads to more complicated multi-path transmission than 

scene 1. 

  

(a) Office (b) Conference room 

Figure 3. Plan structure diagrams of experimental 

scenes 

  

(a) Office (b) Conference room 

Figure 4. Real experimental scenes 

Figure 5 shows the CSI sequence of different 

educational activities in the office. It can be seen from 

the figure that the CSI sequence changes caused by 

different activities are varied, but the characteristics 

that can distinguish different activity sequences cannot 

be intuitively given based on the figure. 

   

(a) Hand up (b) Attend lecture (c) Bend down 

   

(d) Hand clap (e) Walk (f) Sit down 

Figure 5. CSI sequence caused by different educational activities 

2.2 Data Preprocessing  

CSI receives varying degrees of noise interference 

on the transmitter/receiver and transmission paths. In 

order to improve the recognition accuracy, it is 

necessary to preprocess the dataset first to filter out the 

noise that may affect the recognition effect. Different 

from RSS [12], CSI contains detailed amplitude 

information and phase information of the wireless 

signal in the transmission path. Referring to the 

processing methods of other documents [13], we 

consider only using amplitude information. The 

experimental results show that only using amplitude 

information can train a sufficiently good model, which 

is shown in the third part of this paper. The flow chart 

of the preprocessing is shown in Figure 6. 

We use Hampel detection to check and eliminate 

outliers. The specific implementation method is to 

traverse the CSI sequence sub-carrier [14], and 

generate an observation window around each sample of 

the sequence, and use the absolute value of the median 

to estimate the standard for the median of each sample  
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Figure 6. The flow chart of the preprocessing 

pair difference. If a sample differs from the median by 

more than three standard deviations, the value is 

determined to be an outlier and the sample is replaced 

with the median. 

CSI noise is mainly caused by environmental noise 

and changes in the internal transmission power and 

transmission rate of the transmitter/receiver, including 

some high-frequency components and DC components 

[15]. Considering that the CSI amplitude fluctuation 

caused by human activity is mainly in the low 

frequency range, we use a low-pass Butterworth filter 

to filter out the noise. The advantage of Butterworth 

filter lies in its maximum flat frequency response in the 

passband, so it will not cause excessive distortion of 

signal amplitude [16]. 

In the signal acquisition process, even if the data 

packets are transmitted at a fixed transmission rate, the 

received packets are not continuous due to 

electromagnetic interference, or some data packets are 

lost due to the delay in the decoding and sampling 

process, causing the CSI sequence to be non-uniform 

in time distributed. In order to ensure the uniform time 

interval of the packets, we use the time stamp linear 

interpolation method [17]. 

Figure 7 shows the preprocessed CSI subcarrier 

sequence. It can be observed that in each subcarrier 

sequence of CSI, outliers and high-frequency noise that 

affect the recognition performance have been filtered 

out, which is beneficial to the recognition of our model. 

 

(a) Before processing (b) After processing  

Figure 7. CSI sequence preprocessing 

Our work converts the CSI sequence into amplitude 

map. Different colors in the amplitude map represent 

different amplitudes. We consider using 30 sub-carriers 

at the same time. As shown in Figure 8, different color 

block sequences in the amplitude map correspond to 

different educational activities. The size of the 

amplitude map generated by the CSI sequence is 

relatively large, so we compress it to a size of 64×64. 

The target tensor size is set to adapt to the output 

framework of GAN. 

 

Figure 8. CSI amplitude map (hand up, attend lecture, 

bend down, hand clap, walk, sit down) 

2.3 Model Framework 

Semi-supervised learning can provide a better 

solution. In the semi-supervised field, the SSGAN 

model has achieved good results in image classification 

[18]. Therefore, our model is based on SSGAN design, 

and the model’s framework is shown in Figure 9. 

 

Figure 9. Framework of the educational activity 

recognition model 

In supervised learning, labeled samples only passes 

through the classifier of model, and k-class labels are 

output. In the original DCGAN model [19], the 

discriminator is a 5-layer CNN network. The reason 

why we choose ResNet as the classifier is that it 

usually has better performance than CNN, and has 

fewer network parameters than VGG [20], DenseNet, 

GoogleNet [21], etc. The specific results are shown in 

the third part. 
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GAN is a kind of generative model, which is widely 

used in image generation, image conversion, image 

style transfer, data enhancement and other fields [22]. 

Vanilla GAN model obtains the data distribution of 

real samples, and the generator evolves random noise 

into fake samples that the discriminator cannot 

distinguish. 

SSGAN [23] is an extend model of Vanilla GAN. 

By modifying the output of the discriminator in Vanilla 

GAN, it is transformed from a discriminator that can 

only distinguish true and false to a classifier that can 

classify k+1 categories. Where is the category of 

educational activity, and is to distinguish the unlabeled 

samples and fake samples, that is the work done by the 

discriminator in Vanilla GAN. The purpose of semi-

supervised GAN is to train a classifier to have the 

ability to distinguish labeled samples and unlabeled 

samples at the same time. In the case that the generated 

samples are fake labels, the unlabeled samples get its 

labels as “true”, so the semi-supervised GAN classifier 

accepts 3 inputs, (1) Labeled sample is used to train the 

supervised model. (2) Unlabeled samples, (3) Generate 

samples, to train semi-supervised models. 

The generator is a contrary structure of the classifier 

in SSGAN, in which Dense Layer expands the 

dimension of random noise, and Reshape Layer 

reshapes the expanded vector into a size suitable for 

the input of the Residual module. Convolutional 

Transpose Layer up samples the output of the Residual 

module, and finally obtains fake sample images with a 

size of 64×64×3, which is labeled as False. We use the 

fake samples in the model to stimulate the classifier to 

draw the class boundary in the low-density area to 

improve the performance of the classifier. 

Our model is implemented based on keras 2.4.3 and 

trained on an Ubuntu server equipped with 2 RTX 

2080 GPUs. 

3 Evaluation and Results 

3.1 Antenna Analysis 

Our experimental samples are collected by 1 sending 

antenna and 3 receiving antennas. The purpose of using 

multiple antennas is to collect independent CSI 

sequences of different antennas to obtain better spatial 

diversity gain and improve the reliability of signal 

transmission. In addition, using the data of 3 receiving 

antennas at the same time can effectively expand the 

CSI dataset and avoid overfitting in the deep network. 

The effect of different combinations of receiving 

antennas on the accuracy of educational activity 

recognition is shown in Table 1. 

Table 1. The effect of different antenna combinations on accuracy 

Antenna combinations 1 2 3 12 13 23 123 

Accuracy 95.3 95.5 96.4 97.1 97.0 97.0 97.4 

 

Table 1 shows the impact of the dataset combined 

by different antennas on the results in the supervised 

mode, where the accuracy is obtained by stratified 10-

fold cross-validation. The results show that only one 

single antenna has been able to achieve quite good 

accuracy, especially the third antenna. With the 

increase in the number of antennas, its results on the 

test set gradually increase, which shows that increasing 

the training data can prevent the model from overfitting 

and significantly improve our network prediction 

performance. This is also reflected in other work [23]. 

Unless otherwise specified, the following experimental 

results use all three antennas receiving samples for 

training, and the results are obtained by stratified cross-

validation. 

3.2 Semi-supervised Mode 

3.2.1 Performance Analysis 

For left-out user, only a small number of labeled 

samples can be collected, while terminal user often 

needs to obtain better performance in a short time. In 

order to test the generalization performance of the 

model in the face of left-out user, we select labeled 

samples of a volunteer in the dataset, and divide each 

category into labeled samples and unlabeled samples in 

proportion. The experimental results are shown in 

Table 2. 

Table 2. The influence of the number of labeled 

samples on semi-supervised learning 

Accuracy        epoch 

Samples 
20 40 60 80 100 

5 69.3 74.1 75.4 75.4 79.8 

10 71.1 80.6 80.7 85.2 86.1 

15 78.9 87.6 89.1 89.8 92.4 

20 83.1 87.2 91.5 91.5 94.4 

 

It can be seen from Table 2 that when there are only 

5 labeled samples for each type of educational activity, 

the accuracy of the semi-supervised model reaches 

80%. As the number of labeled samples of each type 

increases to 10, the accuracy of the semi-supervised 

model on left-out user has increased to about 86%. 

When the number of labeled samples of each type is 

increased to 15, the accuracy of the model increases to 

92%. The result shows that with only a small number 

of labeled samples, semi-supervised model has been 

able to achieve a high accuracy. When the number of 

labeled samples for each type is 20, the accuracy of the 

model is 94%, which is close to the accuracy of the 
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supervised model. The corresponding reduction in the 

number of labeled samples will result in a significant 

decrease in the performance of the semi-supervised 

mode. Considering that the increase in the number of 

labeled samples brings about the problem of rising 

labeling costs, we select 15 labeled samples for each 

type to illustrate the performance of our model in the 

semi-supervised mode. 

In order to verify the effectiveness of the SSGAN in 

the face of left-out user, we compare the model with an 

incremental semi-supervised model and call it 

Incremental learning. The model is pretrained by 

labeled samples, and unlabeled samples are iteratively 

fed into the pretrained model. Use unlabeled samples 

and fake labels to enhance the trainset until the entire 

unlabeled samples set is traversed. In addition, we 

compare the performance of the above two methods 

with the pretrained model test on left-out dataset to 

obtain the performance improvement results of the 

semi-supervised model. The experimental results are 

shown in Figure 10. 

 

(a) Precision 

 

(b) Recall 

Figure 10. Semi-supervised mode performance 

evaluation Precision and Recall 

It can be seen from Figure 10 that the performance 

of pretrained model in bend down activity has been 

reduced to 50%. It also performed poorly on hand clap 

(77%) and sit down (68%). In addition, the recall for 

hand up and sit-down activities are about 58% and 

51%, respectively, which means that it is difficult to 

make correct predictions about hand up and sit-down 

activities in real scene. Incremental learning can 

improve the generalization ability of the model to a 

certain extent, and shows better recognition ability in 

actions such as sit down. The precision in bend down 

and hand clap is still only about 65%. In addition, 

incremental learning is sensitive to outliers, and the 

model needs to maintain considerable recognition 

accuracy on the initial sample and subsequent samples 

in order to improve the performance of the model 

through iteration. If the model makes too many 

mistakes on a certain sample, it will cause errors to 

accumulate and affect subsequent judgments. In 

contrast, our model still achieved good recognition 

ability in the above 6 educational activities. The 

accuracy of bend down and sit down also reached 92% 

and 91%. It also has 82% precision in hand clap, even 

if it has more difference in personal habit. In summary, 

the accuracy of our model on the standard data set is 

about 92%. This is significantly higher than 

incremental learning (83%) and pretrained models 

(77%). 

3.2.2 Robustness Analysis 

We also verify the robustness of our model in the 

face of activities from different directions and scenes. 

Figure 11 shows the experimental results of our model 

when facing direction dataset. 

It can be seen from Figure 11 that without changing 

the scene and the position and direction of the 

transmitter/receiver, only the direction at which the 

educational activity starts is changed. Comparing the 

results of standard data, the performance of the three 

methods are all degraded. The precision and recall of 

the pretrained model in each educational activity have 

dropped significantly, especially in the activity of bend 

down and sit down, the precision is less than 50%, and 

the recall of bend down and hand clap is about 40%, 

which shows the pretrained model is difficult to 

accurately recognize the above activities in practice. In 

contrast, incremental learning achieves performance 

improvements in hand up, attend lecture, and sit down. 

The precision in bend down and hand clap even 

declined. This shows that incremental learning has 

accumulated errors in the recognition of these two 

activities. Our model still shows higher performance 

than the pretrained model and incremental learning. 

The precision of hand up, attend lecture and walk are 

all higher than 90%, and it is also showing the high 

precision in bend down and hand clap. The accuracy of 

our model is about 83%, which shows that our model 

has better robustness when faced with activities that 

change directions. 

It can be seen from Figure 11 that the performance 

of the three methods has all declined in the more 

complex environment scene 2. The precision of the 

pretrained model in hand up and hand clap is lower 

than 40%, and the recall in hand up and sit down are 

41% and 60% respectively. The result means that more 

complex environments bring more wireless signal  
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(a) Precision after changing direction (b) Recall after changing direction 

  

(c) Precision after changing scene (d) Recall after changing scene 

Figure 11. Semi-supervised mode performance evaluation Precision and Recall 

transmission path makes it more difficult for the model 

to generalize and identify left-out user. In contrast, 

incremental learning has improved accuracy in 

activities such as hand up and hand clap, but the recall 

in bend down and hand clap is less than 50%, which 

means that incremental learning is difficult to 

accurately predict the above two in real scenes. In 

contrast, the performance of our method in each 

educational activity is relatively stable, especially in 

the recall. The accuracy of our model in scene 2 is 

about 86%, which is also higher than the incremental 

learning (77%) and pretrained model (70%), proving 

that our model is robust in the face of more complex 

environments. Table 3 shows the accuracy in different 

conditions of the semi-supervised mode. With the 

change of volunteer’s direction and the complex scene, 

the accuracy of our work decreases significantly less 

than that of other models. 

Table 3. Accuracy in semi-supervised mode 

Model

Dataset 
Our work 

Incremental 

learning 

Pretrained 

model 

Normal 92 83 77 

Direction 83 71 64 

Scene 2 86 77 71 

 

4 Conclusion 

In this paper we propose a method of using 

commercial Wi-Fi to recognize educational activities, 

and verify the robustness of the method when facing 

different directions of activity and different scenes. 

Meanwhile we considered the general model’s 

difficulty in generalizing the left-out user in real scenes, 

and proposed a method to improve the generalization 

performance of the model by using a small number of 

labeled samples and some unlabeled samples. The 

experimental results show that our model can effect- 

ively solve the above problems. Nevertheless, our 

model has certain limitations. First of all, our 

experimental data can only be collected one by one, 

which greatly reduces our data collection efficiency. 

There are already some methods that can automatically 

detect the moment when activity starts in a long 

sequence and tailor the desired sequence. Secondly, the 

performance of our model is limited by the size of the 

dataset used, and we will collect more data to train a 

deeper network model in order to achieve better 

recognition performance. The above limitations can be 

further research directions. 
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