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Abstract 

The aqua creatures are lively, diverse, and abundant; 

nowadays, their survival depends on the proactive 

endeavor of human society on the environment cares; 

recognizing them conveniently and effectively is the first 

step to care. Recently, the fast-growing applications of 

the computer vision techniques along with the Internet-

of-Things attract both the researchers’ and the 

practitioners’ attention. Such applications give the 

alternative to the traditional approaches to observe the 

moving objects more efficiently with higher precision 

through image capturing. In the common aquarium 

themes, the compartment may contain the same aqua-

creature specie or non-mutual offensive species. The 

objective of the mono-specie scenario identification is to 

tell the difference between the compartments’ species, 

while the other scenario can identify the specie of the 

individual aqua-creature within the multi-specie 

compartment. This paper is the few studies that aim to 

facilitate the aquarium operations, especially in the 

animal state observation. It discusses the technical 

challenges in dealing with the aqua-creatures images 

collected from the aquarium scene. For this purpose, the 

paper presents two comprehensive aqua-creature 

identification approaches were applied the neural 

networks for different operational scenarios. The 

contribution of this paper is to explore the potential in 

caregiving operations and the aquatic education based on 

the computer vision techniques of species identification. 

Further derived applications, such as illness detection and 

adult-creature counting, can be widely applied in the real 

aquaculture farm. 

Keywords: Computer vision, Neural networks, Analytic 

framework, Service engineering 

1 Introduction 

Our oceans have been polluted by various sources 

for years, including from the chemical waste, 

microplastics, oil-spills, and household trashes. This 

getting-worse ocean pollution has significantly 

jeopardized the survival of aquatic-creatures. Not only 

had put the aqua creatures in danger, but also impacted 

to those topper predators throughout the food-chain [1]. 

Although we have put the measurements and 

regulations in place to counter this ocean pollution, but 

the outcomes are yet convinced. Therefore, to cherish 

our oceans more proactively, how to intensify the 

public awareness and make change the attitude through 

education will be the key to success [2]. The aquarium, 

delivering the aqua creatures related knowledge, 

making the public awareness on ocean caring, is 

posited to be an effective and convenient place where 

presents lively and amazing species to the audiences. 

The Monterey Bay Aquarium is one of the perfect 

examples who has dedicated themselves to ocean 

preservation education for years [3]. 

On the other hand, despite of the world slacking 

economic growth, the aquarium business has been 

relatively less-impacted and still maintaining high 

annual growth [4]; this implies that people are 

constantly interested in the aqua-creature presentations, 

especially the parents with their children and it is worth 

to invest in the innovation attracting more audiences. 

Many aquariums have launched their mobile 

applications to interact with the audiences is a proof of 

such an innovative investment. 

Recently, the applications of the artificial intelligence 

(AI) are emerging fast in many fields and widely 

applied in facial recognition in security and automatic 

optical inspection in quality control. Applying these 

technologies on the aqua-creature specie-identification 

seems booming in exploring the potential valuable 

applications to this aquarium industry, such as using 

both texture and shape features as inputs and applying 

the statistical procedures [5] or applying the 

Convolutional Neural Networks (CNN) on the images 

[6] to classify the aqua species are widely used. 

However, each aqua theme has its own obstacles and 

needs to apply these techniques, several common 

questions were often raised: (1) how the computer 
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vision can help in improving the aquarium operations; 

(2) what is the best practice framework to initiate the 

project; (3) what will be the costs in terms of the 

hardware investment and the software development; 

and (4) can these techniques be manageable by the 

aquarium staffs. Form these various concerns of 

aquariums, it clearly implies that the solutions are 

unlikely to simply replicate the practice from others. 

In the actual aquarium theme, offering mobile app 

has become a common approach to interact with the 

potential audiences and the visitors in the scene. 

Getting the impression from the emerging facial 

recognition applications, the mobile users are more 

interested in image-driven information retrieval. A 

following question is the aquariums already applying 

the classification to offer a better experience in 

interacting with the audience into their apps’ feature? 

This paper revisited the apps published in the Google 

Play that offer the fish-identification features; some of 

these apps limit the identification of certain water area 

and species; for instance, the FishID claims it can 

quickly identify the fishes found in the Indo-Pacific 

area limit to the selected species of fish and coral [7]; 

the Marine Aquarium Fish Guide provides an 

encyclopedia with lots of interesting facts about 

aquarium plants and marine fish with colorful photo 

fish [8] the user has to look up the database visually 

from image to image to merit with the fish found. 

Apparently, such apps cannot satisfy the audiences’ 

need when they wish to learn more on about the target 

aqua creature in the aquarium. This is the current app’s 

gap where the specie classification can fit in the aqua 

knowledge and interests to provide a more convenient 

way during the interaction with the aquarium. 

However, each aquarium has its unique features to 

exhibit and the content of storytelling. Usually, these 

features and contents are aquarium location dependent 

and its neighbor nature environment oriented. These 

business constraints discourage the aquariums to use 

third-party apps to distinguish the uniqueness from the 

competitors. After all, making the differentiation is still 

the fundamental survival rule of running the business. 

Therefore, the further questions are, can the aquarium 

develop the specie classification models by themselves? 

If the answer is positive, then the methods used must 

be easy use and understandable. What are the side-

effects and factors that they should avoid when training 

these models? To save the repeated time in making try-

and-error, the framework must be comprehensive and 

flexible to cope with the aquarium specific needs. 

The objectives of this work are: (1) to tell the specie 

difference to prevent the aqua-creature was miss 

displaced; (2) to tell the specie difference between 

compartments to facilitate the visitor learning; (3) to 

tell the water contaminated condition in the 

compartments to replace water in time; and (4) to 

identify the species of the identified individuals in the 

multi-specie compartments with high background 

noises. The paper presents the challenge of handling 

with the collected low-contrast images and applying 

the divide-and-conquer tactics to serve various 

aquarium operation needs. 

2 Data Collection 

The data were collected from the “Aquatic Animal 

Center 1 ” by webcams. The compartments cultivate 

single or few specific species of aqua creatures, 

respectively. The aquarium compartments are often 

near-closed systems, it means that every time the 

caregiver feeds the aqua-creatures, the residual 

nutrients remain in the compartment and the aqua 

creatures also excrete waste into the water. These 

leftovers are toxic to the aqua creatures within. This 

Nitrogen Cycle is a biological process that involves the 

continual circulation of nitrogenous compounds such 

as ammonia, nitrite, and nitrate to process wastes in the 

natural water [9]; it is the main reason that causes the 

water blurred and poor visibility from outside the 

compartment. This will increase the difficulty in 

applying the computer vision techniques through time 

times. 

2.1 Tilted Images 

There were six aquarium videos taken with different 

time lengths recorded in the MPEG4 format—each 

frame dimension is 1920x1080 pixel which is quite big 

and will consume more computing resources in 

processing it. There were 114,419 images extracted 

from these videos. The videos were not taken at a 

precise and unified manner, the distances and the 

angles between the camera and the aquarium 

compartment exterior varied. The Table 1 illustrates 

few sample images by compartments; apparently, the 

angle of V1 was higher than V2, both V5 and V6 were 

taken upside down, and each compartment has its own 

noise situation requires various image adjustment. 

Undoubtedly, the poor quality of image will 

significantly impact the accuracy and the complexity 

during the specie classification process. The top-left 

image with a yellow box shows the area where the 

process should concern; the rest of the area is irrelevant 

to the classification. Therefore, the images must be 

extracted only the concerning area in the compartment, 

respectively. To avoid the distortion, the proper 

coordinate transformations also need to apply to the 

extracted images to adjust the viewports perpendicular 

to the compartment centers accordingly. The 

transformation calculation requires the coordinates of 

the four corner points about the concerning area and 

the desired dimensions to project the adjusted image 

[10]. 

                                                           
1 http://aac.ntou.edu.tw/ 
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Table 1. Sample tilted images by compartments 

Compartment Compartment Compartment 

V1 V2 V3 

   

V4 V5 V6 

   

 

The Table 2 illustrates the sample transformed 

images. However, once the transformed images are set, 

the following image preprocessing tasks can be 

commenced, including: (1) reducing the background 

noises—such as from the light source side effect and 

the compartment fixtures; (2) smoothing and sharping 

the aqua-object’ edges—the common treatments to 

enhance the image quality; (3) tagging the aqua-objects 

within—positioning the box coordinates surrounding 

the aqua-object; and (4) augmenting the aqua-

objects—generating more samples to cover the 

uncaught angles and coordinate shifts. 

Table 2. Perspective transformed sample images 

Compartment Compartment 

V2 V3 

  

 

2.2 High Noise Images 

There were six additional aquarium videos taken 

with different time lengths recorded in the MOV 

format—QuickTime File Format (QTFF), few sample 

images by specie are illustrated in Table 3. Each 

compartment contained multiple species of aqua 

creatures. Unlike the previous videos, these were taken 

with care, especially the distances and the angles of 

camera lens. Obviously, the background of these 

images contains the reflection noises caused by the 

light. There were 211,039 images processed in total; 

each compartment still has its own noise situation 

requires various image adjustment. Again, the light and 

the background will interfere the computer vision 

model training. 

2.3 Solo-Living Specie Images 

For large size aqua creatures, putting a few of them 

into a single compartment will give the creatures more 

living space. Some species require more spaces, and 

some species are hostile or special habitat that cannot 

coexist with others into the same compartment. Since 

the compartment only contains few creatures within, 

the classifying these images with less samples can be 

conducted otherwise. The Table 4 illustrates the solo 

living specie images, labeled with the class FD, and 

crowd living ones labeled with the class FC. 

Apparently, these classes of the aqua creatures are 

quite different in size; the solo-living ones usually are 

much bigger (dimensions) than the crowd ones. This 

implies choosing the sample images for model training 

will mater the result. 
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Table 3. High noise images by compartments 

Compartment Compartment Compartment 

V7 V8 V9 

   

V10 V11 V12 

   

Table 4. Solo and crowd living species sample images 

Classes Sample Images 

FC 

  

FD 

  

 

For example, the solo-living images, if the samples 

mixed with the front faces and the body shapes may 

not converge the classification model. Simply because 

the features are quite different between faces and the 

bodies. For those crowd species, because they usually 

swim side by side, it is a challenge in sampling. The 

sample image cannot contain more than one fish, 

otherwise, the classification model may “think” the 

specie has two tails. On the other hand, the caregiver 

gives more attention, eliminating the waste in water 

frequently to reduce the Nitrogen Cycle side-effect, of 

these large size aqua creatures than the smaller ones. 

The water quality will affect the outcomes in model 

training and the classifying the species. 

3 Classification 

The aquarium often requires checking the aqua 

object’s living behavior to see if there is any 

abnormality, for example, the illness will make the 

creature move sluggishly; the lacking off oxygen or too 

much toxic sediment at the bottom will force the 

creatures move up toward the water surface; or 

comparing the appearance change at different times. To 

meet the requirement under various scenarios, the 

specie classification approaches must also be 

developed accordingly. 

3.1 Tilted and High Noise Images 

This paper has put tremendous efforts to label the 

objects from the images, the aqua creatures’ bodies, to 

collect the object coordinates into a data structure; a 

sample record illustrated in Table 5. There are six 

fields in the structure: (1) Class—the specie 

identification; (2) Top-Left Point—the top-left point 

of the object rectangle; (3) Bottom-Right Point—the 

bottom-left point of the object rectangle; (4) Image-

File—the file name of the image; (5) Image Width—

the width of the source image; and (6) Image-

Height—the height of the source image. 
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Table 5. Sample aqua object label data structure 

Class V2  Image File F000073.jpg 

Top-Left Point 1388 3 Image Width 1920 

Bottom-Right Point 1918 227 Image Height 1080 

 

This paper applied the transfer learning based on the 

pre-trained ResNet50 model—very suitable for 

computer vision such as object detection and image 

classification tasks [11] and applied the Single Shot 

Multibox Detector (SSD)—a special single neural 

network for object detection to deal with various object 

sizes and resolutions [12] approach to detect the 

objects in the image. The sample validated results from 

the trained model, illustrated in Table 6, shows the 

model has successfully identified the objects. 

Table 6. Aqua object specie identification sample results 

Frame ID 2848 17860 

Class V2

  

 

Nevertheless, the reason why some objects were not 

identified was because those objects with high noises 

were deliberately ignored during the labeling. The 

objects over the noises were not labeled, including the 

criteria of: (1) the overlapped objects; (2) the partial 

shape objects; (3) unclear shape objects; and (4) the 

objects along with the background reflection in the 

frame. The classification results were very satisfying 

by the aquarium caregivers: (1) mAP (Mean Average 

Precision)—measures how accurate the predictions 

were—0.847; (2) mAR (Mean Average Recall)—

measures how good the trained model found all the 

positives were—0.776; and (3) IoU (Intersection over 

Union)—measures the overlap between two 

boundaries—0.95. 

A worth noted lessen learn to obtain better detection 

results was the image preprocessing does matter. The 

training will save lots of time if the image with less 

noises, to resolve this problem, this paper conducted an 

additional image preprocessing: (1) find the image with 

the least number of objects, no target object at all is the 

best; (2) use this image as the base frame; (3) extract 

the target objects from other image according to the 

labeled box coordinates; (4) apply image processes, 

sharpen, canny—edge outlining, and morphological—

shape feature detection, illustrated in Table 7, if the 

target object’s shape was not clear; (5) the shape 

compute XOR-NOT logic operation against the image 

and the base frame to get the common background 

frame; (6) paste back the target sharpened objects 

according to the labeled box coordinates to the 

common background frame; and (7) generate a new 

image to train. This additional preprocessing will 

eliminate the noises a lot and let the training focus on 

the target objects and ignore the others with small 

contour areas. 

Table 7. Image sharpen process 

Original Canny Morphological 

   

 

3.2 Solo-Living Specie Images 

Each image was classified with the tags denoting 

which class the image should belong to. This paper 

applied a deep learning model to calculate the feature 

vectors for each image. The deep learning model 

extracts each image characteristics into a feature vector 

by applying the transfer learning of Inception V3 

model [13]. After calculating all Cosine distances 

between images, the model applied the 

Multidimensional Scaling (MDS) [14] to project 

images onto a plane fitted to the given distances, 

illustrated in Figure 1, and conducted the Hierarchical 

Clustering (HC) [15] to partition the images into 

groups, illustrated in Figure 2, to tell which image’s 

features are closer to the others based on their distances 

in between. 



1478 Journal of Internet Technology Volume 22 (2021) No.7 

 

 

Figure 1. MDS classification diagram 

 

Figure 2. Hierarchical clustering diagram 

 
To validate the trained model, this paper picked few 

samples from the same species, but mixed with the 

images with multiple fish to see if the model is robust. 

In the MDS classification diagram, it shows that there 

were two images miss-classified, namely the FC-A01 

and the FC-B03; while in the HC diagram, two main 

clusters FC-A and FC-B, there were three images miss-

classified in FC-B and one image miss-classified in the 

FC-A cluster. 

This approach applying the unsupervised methods is 

simple and easy-to-operate for aquarium. Since the 

compartment only contain a few objects within, the 

area besides the objects is the water. This paper applied 

Histogram calculation [16] against the water regions 

and recorded the water condition changes daily into a 

data structure: (1) compartment identification—a 

unique number of the aquarium; (2) observed date—

the timestamp of the image taken; (3) the water 

regions—multiple records, the coordinates of water; (4) 

images—multiple records, the image taken against the 

water regions; and (5) the color histograms—multiple 

records, the histogram of each GRB color plane. This 

histogram history data is especially useful to the 

caregivers; they can see the water deteriorating trend 

and double check the recent water conditions to see if 

the compartment cleansing work is needed. 

3.3 Approaching Detection 

The histogram can also tell the lively condition 

about the aqua creatures. To simplify the calculation, 

this paper transformed the color images into grayscale 

ones to reduce the histogram dimensions to one, 

illustrated in Table 8. Sample histograms. If the 

histogram value changes through a period are “small” 

by comparing a preset reasonable standard deviation 

valve—applying the Time Series analysis to tell the 

idleness of a series of signals; it means the creatures 

were moving slowly from place to place [17]. A 

reminder is sent to the caregivers that the creatures 

might have health problems or more aeration is needed. 

Using the data structure of histogram history, the 

difference is the color planes transformation, and the 

target region is the whole image. 

Table 8. Sample histograms 

Original Gray Scaled Histogram 
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As far as the object detection concerns, some of the 

images were “blank”, the aqua creatures stayed in far 

places or hidden in the bottom of the compartment. 

There is no need to process these no-object images. 

The grayscale histogram can help exclude those images 

were under the accepted valve. 

4 Implementation Framework 

The purpose of the proposed framework aims to 

build up an aqua-creature characteristic database; it 

helps the average observer to identify the specie or 

even more about the health conditions of the creature 

easily through image observations. The framework 

illustrated in Figure 3. Aqua-Creature identification 

framework, has six major tasks: (1) Setup Observation 

Environment—including the “Prepare the Aquarium 

Container”, “Setup Edge Device”, “Setup Distance 

Measuring Sensors”, and “Setup Cameras” subtasks. 

The edge device serves as a low power-consumption 

computing unit which has hardware interfaces to 

connect to an ultra-sonic distant sensor and a camera. 

This edge device is deployed on each wall of the 

container. (2) Setup Information Systems—including 

the “Setup Network”, “Setup Database”, and “Devices 

Connectivity Tests” subtasks. The reliability of the 

sensor device network is crucial to the quality of the 

identification; a series of rigorous connectivity test are 

needed. (3) Develop IoT Programs—including the 

“Distance Measuring Sensing”, “Picturing Trigger”, 

and “Write Characteristic Database” subtasks. 

Predefining a distant range according to the sensitivity 

of the distance measuring. (4) Collect Creature 

Images—the edge device continuously takes the 

pictures when the creature approaching into the distance 

range. (5) Tagging Creature Characteristics—

including the “Develop AI Algorithms”, “Derive 

Creature Identification Model”, and “Write Creature 

Characteristics Descriptor” subtasks. The descriptor—

labeling the target object coordinates—will be stored 

into the database as the AI algorithm training dataset. 

(6) Creature Identification Verification—if the 

correctness is satisfied the need, then the observed 

specie identification process is done, otherwise go back 

to the “Develop AI Algorithms” subtasks. 

 

Figure 3. Aqua-Creature identification framework 

To keep image history data requires high 

performance database system. The resolution and the 

angle of the observing camera is crucial to the accuracy 

of the training model. Since the compartment 

conditions may change from time to time, new species 

will need to be introduced; the preprocessing and 

training configuration may also need to be tweaked; a 

flexible analytical framework will make the specie 

classification tasks conducted in a consistent way.  

This paper used NoSQL database [18] to store these 

history images just into a big data table. All multiple 

records were stored in the vector data fields. The GPUs, 

Solid-State Disk, and high-capacity RAM are needed 

to save the computation time during the training 

process. The whole specie classification application 

was developed on top of OpenCV [19] and 

TensorFlow [20] framework to make the classification 

more structural, consistent, and easy to collaborate 
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with the others. 

5 Conclusion 

Aquariums carry social responsibility of 

aquacultural education to the public. Their business 

relies on the success of the exhibition of aqua creatures 

and the branded product sales. How to improve the 

customer intimacy is the goal of these aquariums’ 

digital transformation [21]. Using mobile devices to 

retrieve information, interact with apps, and taking 

photos has become a part of our daily life. Current 

aqua creature related apps including those offered by 

the aquariums are still using a text dictionary-like or 

visual look up the static images to extract information. 

This gives aquariums a compelling opportunity to 

embrace the image classification technology to attract 

and enhance the customer experience. This paper aims 

to fit the intimacy gap, daily aquarium care, light 

source, and address the critical success factors—water 

condition, camera position, model training, and 

information system—of such an initiative of aqua 

creature specie classification. 

Future research direction will fall into the number 

counting and behavior tracking against the aqua 

creatures [22] in the compartment using computer 

vison. The objective of the future work is to 

incorporate the process with the aquarium daily 

operation; it is different than those physical solutions 

such as using the super-sonic. The challenge will be 

the size—growing up—and the shape—bit by another 

aggressive creature—changing. The model must be 

able to track the individuals in compartment. The 

future direction is to prepare the grounding for further 

aquaculture and aquarium industry use. 

References 

[1] S. E. Nelms, T. S. Galloway, B. J. Godley, D. S. Jarvis, P. K. 

Lindeque, Investigating Microplastic Trophic Transfer in 

Marine Top Predators, Environmental Pollution, Vol. 238, pp. 

999-1007, July, 2018.  

[2] E. S. Easman, K. E. Abernethy, B. J. Godley, Assessing 

Public Awareness of Marine Environmental Threats and 

Conservation Efforts, Marine Policy, Vol. 87, pp. 234-240, 

January, 2018.  

[3] Monterey Bay Aquarium Foundation, Education, 2018. 

[Online]. Available: http://www.montereybayaquarium.org/. 

[4] Market Research Reports, 2017, BisReport, Deerfield Beach, 

2017. 

[5] C. Spampinato, D. Giordano, R. D. Salvo, Y. H. J. Chen-

Burger, R. B. Fisher, G. Nadarajan, Automatic Fish 

Classification for Underwater Species Behavior Understanding, 

Artemis ’10: Proceedings of The First ACM International 

Workshop on Analysis and Retrieval of Tracked Events and 

Motion in Imagery Streams, Firenze, Italy, 2010, pp. 45-50.  

[6] D. Rathi, S. Jain, S. Indu, Underwater Fish Species 

Classification using Convolutional Neural Network and Deep 

Learning, 2017 Ninth International Conference on Advances 

in Pattern Recognition (ICAPR), Bangalore, India, 2017, pp. 

1-6.  

[7] Chaiyo!, FishID Indo-Pacific Fish Identification, 2018. 

[Online]. Available: https://play.google.com/store/apps/details? 

id=appinventor.ai_andrew91335.FishID_IndoPacific. 

[8] Kukipukie, Marine Aquarium Fish Guide, 2018. [Online]. 

Available: https://play.google.com/store/apps/details?id=com. 

piki.reference.book.marinefish. 

[9] M. A. R. Kox, M. S. M. Jetten, The Nitrogen Cycle, in: B. 

Lugtenberg (Eds.), Principles of Plant-Microbe Interactions, 

Switzerland, Springer, 2014, pp. 205-214. 

[10] K. Wang, B. Fang, J. Qian, S. Yang, X. Zhou, J. Zhou, 

Perspective Transformation Data Augmentation for Object 

Detection, IEEE Access, Vol. 8, pp. 4935-4943, 2020.  

[11] L. Wen, X. Li, L. Gao, A Transfer Convolutional Neural 

Network for Fault Diagnosis Based on ResNet-50, Neural 

Computing and Applications, Vol. 32, No. 10, pp. 6111-6124, 

May, 2020.  

[12] Y. Xu, C. Gao, L. Yuan, B. Li, Real-Time Train Detection 

Based on Improved Single Shot MultiBox Detector, in: B. Liu, 

L. Jia, Y. Qin, Z. Liu, L. Diao, M. An (Eds.), Proceedings of 

the 4th International Conference on Electrical and Information 

Technologies for Rail Transportation (EITRT) 2019, Springer, 

Singapore, 2019, pp. 585-593.  

[13] D. H. Kim, T. MacKinnon, Artificial Intelligence in Fracture 

Detection: Transfer Learning from Deep Convolutional 

Neural Networks, Clinical Radiology, Vol. 73, No. 5, pp. 

439-445, May, 2018.  

[14] D. M. Witten, R. Tibshirani, Supervised Multidimensional 

Scaling for Visualization, Classification, and Bipartite 

Ranking, Computational Statistics & Data Analysis, Vol. 55, 

No. 1, pp. 789-801, January, 2011.  

[15] D. S. Wilks, Cluster Analysis, International Geophysics, Vol. 

100, pp. 603-616, 2011.  

[16] J. Stark, Adaptive Image Contrast Enhancement Using 

Generalizations of Histogram Equalization, IEEE Transactions 

on Image Processing, Vol. 9, No. 5, pp. 889-896, May, 2000.  

[17] A. Taheri-Garavand, A. Nasiri, A. Banan, Y.-D. Zhang, 

Smart Deep Learning-Based Approach for Non-Destructive 

Freshness Diagnosis of Common Carp Fish, Journal of Food 

Engineering, Vol. 278, Article No. 109930, August, 2020.  

[18] A. Anjum, T. Abdullah, M. F. Tariq, Y. Baltaci, N. 

Antonopoulos, Video Stream Analysis in Clouds: An Object 

Detection and Classification Framework for High 

Performance Video Analytics, IEEE Transactions on Cloud 

Computing, Vol. 7, No. 4, pp. 1152-1167, October - 

December, 2019.  

[19] L. Yu, W. Sun, H. Wang, Q. Wang, C. Liu, The Design of 

Single Moving Object Detection and Recognition System 

Based on OpenCV, 2018 IEEE International Conference on 

Mechatronics and Automation (ICMA), Changchun, China, 

2018, pp. 1163-1168.  

[20] S. Mane, S. Mangale, Moving Object Detection and Tracking 



The Challenge of Aqua Creatures Specie Classification in the Aquarium Innovation Theme 1481 

 

Using Convolutional Neural Networks, in 2018 Second 

International Conference on Intelligent Computing and 

Control Systems (ICICCS), Madurai, India, 2018, pp. 1809-

1813.  

[21] M. Kotarba, Digital Transformation of Business Models, 

Foundations of Management, Vol. 10, No. 1, pp. 123-142, 

December, 2018.  

[22] D. Li, Z. Miao, F. Peng, L. Wang, Y. Hao, Z. Wang, T. Chen, 

H. Li, Y. Zheng, Automatic Counting Methods in 

Aquaculture: A Review, Journal of the World Aquaculture 

Society, Vol. 52, No. 2, pp. 269-283, April, 2021. 

Biographies 

Hsiang-Ying Wang received the M.S. 

degree in business administration 

from National Sun Yat-sen University, 

Kaohsiung, Taiwan, in 2010. She is 

currently pursuing the Ph.D. degree in 

mechanical and electrical engineering 

with the National Taipei University of 

Technology, Taipei, Taiwan. She is having more than 

20 years solid working experience. Since 2015, she has 

been the Assistant Research Fellow with the Research 

Division of Business Model Innovation, Commerce 

Development Research Institute, Taipei, Taiwan. Her 

current research interests include computer vision, 

vision-based automation, pattern recognition, color 

image processing, imaging systems, machine learning, 

and human–computer interaction. 

 

Rich C. Lee, a professor of the 

Department of Statistics Information 

Science of Fu Jen Catholic University, 

dedicating in the digital transformation 

research and implementation for 

machinery industry and information 

technology service providers, also serves as the 

research consultant in ITRI (Industry Technology 

Research Institute) and CDRI (Commerce Development 

Research Institute). He retired from IBM Taiwan at the 

end of 2017 as the Senior Strategy and Technical 

Consultant. During the past over 30 years working 

experience, he has participated many mega projects 

globally, including playing the various key roles of 

hardware manufacturing, software development, 

information management, and business consulting as 

well. 

 

Hsien-I Lin received the Ph.D. degree 

in robotics from Purdue University, 

West Lafayette, IN, USA. He is 

currently a Professor with the 

Graduate Institute of Automation, 

National Taipei University of 

Technology, Taipei, Taiwan, where he 

researches the human–robot interaction and machine 

learning. For his research contributions, he was 

awarded the Young Researcher Award from the 

National Taipei University of Technology, in 2015, the 

Young Robotics Researcher Award from the Robotics 

Society of Taiwan, in 2016, the Young Control 

Researcher Award from the Chinese Automatic 

Control Society, in 2017, and the Ta-You Wu 

Memorial Award from the Ministry of Science and 

Technology, Taiwan, in 2017. 

 

Yung-Yao Chen received his B.S. 

(2004) and M.S. (2006) degrees in 

Electrical and Control Engineering 

from the National Chiao Tung 

University, and his Ph.D. (2013) 

degree in Electrical Engineering from 

Purdue University - West Lafayette, IN, USA. He is 

currently an Associate Professor in the Dept. 

Electronic and Computer Engineering, National 

Taiwan University of Science and Technology, Taipei, 

Taiwan. He was an Associate Professor in the Graduate 

Institute of Automation Technology and Chief of 

Chinese Language Training Center (CLTC), National 

Taipei University of Technology (NTUT), Taipei, 

Taiwan. Before being a faculty member, he has worked 

in HP Labs - Printing and Content Delivery Lab (HPL 

- PCDL) as a Full-Time Research Intern for 1 year 

(2012 - 2013). His current research interests include 

computer vision, vision-based automation, pattern 

recognition, color image processing, imaging systems, 

machine learning, and human-computer interaction. 
 

 

 

 



1482 Journal of Internet Technology Volume 22 (2021) No.7 

 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHT <FEFF005b683964da300c9ad86a94002851fa8840002b89d27dda0029300d005d0020005b683964da300c8f3851fa0033003000300064002851fa88400029300d005d00204f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        8.503940
        8.503940
        8.503940
        8.503940
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 9.354330
      /MarksWeight 0.141730
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed true
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


