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Abstract 

Trip planning research and travel package 

recommendation benefit from current trends in Location 

Based Social Networks and trajectory related sites 

nowadays. Travel package recommendation requires the 

extraction of characteristics of points of interest and 

setting up a ranking method. Traditional research used to 

rely on questionnaires without statistical validation 

methodologies. We proposed a recommendation framework 

based on reinforcement learning. To reach the objective 

of generating successful travel packages, we introduced a 

reward function for ranking points of interest. Based on 

labeled travel package data provided by travel agencies, 

two trip guaranteed prediction methods (deep learning 

and trajectory similarity) were used for travel guarantee 

prediction. The results of the accuracy and performances 

of these methodologies showed the prediction models are 

reliable. We found no statistically significant difference 

between the recommended and the uncancelled package 

groups. 

Keywords: Reinforcement learning, Recommendation 

system, Deep learning, Neural network, 

Trajectory similarity 

1 Introduction 

1.1 Background and Motivation 

POIs (Points of Interest) is a fundamental current 

concept in social media: it refers to places that visitors 

(users of social media software and hardware) may be 

interested in. They are usually stored in terms of spatial 

geo-coordinates. In the past few years, various LBSNs 

(Location-Based Social Networks) have been 

established. People can not only explore the features of 

different places, but also share their experiences in the 

form of reviews through platforms such as Foursquare, 

Flickr, and Google.  

Along with the rapid development of LBSNs, trip 

planning services sprang into existence. They help 

users find places of interest at unfamiliar places. Travel 

package recommendation is an extension of POI 

recommendation in a systematic form. Several POIs 

form a traveling route, which satisfy the users’ preset 

conditions. 

Travel package recommendations fall into two 

categories. (1) Trajectory recommendations recommend  

routes. However, raw trajectory data is less often 

sourced by websites, and currently they refer to mostly 

bike routes [1]. (2) Travel packages are based on POI 

recommendation. Their methodology is based on 

collecting user preferences and ratings of POIs. They 

also use a ranking technique to suit POIs for a trip, and 

arrange zthem into a sequence [2]. The main difficulty 

is to choose the POI characteristics for evaluation, and 

to weight them among one another. On the contrary, 

the validation of these travel packages are mostly 

done by subjective questionnaires, lacking precision 

and objectivity. Last but not least, the current 

methodologies only aim at providing day trip 

recommendations. They do not work for long trips like 

visiting a country. 

According to AlphaGo, RL (Reinforcement Learning) 

may be a powerful solution for gaming and smart 

scheduling developments, while it may also be 

applicable for the generation of travel packages. RL 

grabs the relationship between the agent and 

environment. The agent evaluates the environment and 

the relationship between different states by defining a 

reward function. The reward function of the RL 

framework can help ranking the POIs. In each iteration 

of agent learning, a sequence of states (POI) can be 

retrieved, which can be used as a recommended travel 

package. 

This article aims to guarantee the accuracy of trip 

recommendation by the use of RL framework. The 

accuracy of the recommended packages can be verified 

by calculating the average cancellation rate of similar 
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packages. For travel agencies, prediction of a travel 

package will be canceled or not will be a significant 

fact. Questionnaire methodologies may be useful and 

common in many kinds of recommendation system, 

however it may be difficult to collect enough samples 

of the travelers who can really test the package in real 

and the method is also not convincible enough to prove 

if the package can be accepted by the crowd or not. In 

that case, we propose two models to deal with the trip 

guaranteed prediction problem in the future. (1) Deep 

learning based model: Trip Prediction Network (TPN). 

We proposed it for predicting the probability of 

canceling packages (2) the trajectory similarity model. 

Which aims to search the travel package data set and 

retrieve similar label packages. The accuracy of the 

recommended packages can be verified by calculating 

the average cancellation rate of similar packages. 

1.2 Objective and Contribution 

The contributions of this paper are listed as follows: 

(1) Based on reinforcement learning, a travel 

recommending framework is proposed. We define a 

reward function to evaluate and rank POIs in order to 

recommend travel packages. 

(2) We use the TPN and the Trajectory Similarity 

models to predict if the transaction will be made 

positive or negative among the recommended travel 

packages. 

(3) The experiments were taken on real dataset and 

further discussions were given. 

1.3 Organization 

Section 2 reviews the related works. In Section 3, an 

overview of Reinforcement learning framework and 

model design are given. The mathematical and 

informatic details of the recommendation system and 

the success prediction models are provided in Section 4. 

Section 5 describes the experiments of case studying 

and several feature tunings of the validation step. We 

include a case study of the proposed model along with 

performance and precision evaluations. Finally, in 

Section 6, suggestions for future work are mentioned. 

2 Related Work 

Reinforcement learning (RL) become a popular 

issue nowadays, the algorithm can learn pattern by 

each iterations and make decisions from various states. 

By beating the world champion of the game of Go, the 

Alpha-Go program has gain attention around the world 

based on the algorithm of RL [3]. RL defines a class of 

algorithms solving problems modeled as a Markov 

Decision Process (MDP), which can be denoted by the 

notation list [S, A, P, r, γ, T], notations are shown as 

follow Table 1 : 

Table 1. Markov Decision Variable symbols and their 

definitions 

Symbol Meaning 

S The set of states 

A The set of actions 

P(s) 

The policy function to decide the next state 

s' and action a at state s, where s, s' ∈  S 

and a ∈  A 

r 
The reward function, was set to evaluate 

the reward of a pair of action and state 

γ 
The discount factor that specifies how 

much long term reward is kept 

T 

The termination condition which decides if 

an episode is terminated 

 

After giving the definition of the basic notations, Q-

learning is a baseline reinforcement learning algorithm, 

which lets an agent learn the patterns of an 

environment and record the experience and the reward 

in the Q-table. 

In each episode, an initialization state s was given 

and the agent continued choose action a by the policy P, 

then the reward r and next state ‘s’ was evaluated. 

Meanwhile, Q is the Q-table while Q(s, a) is the 

possible reward by acting action a at state s. ∝  is the 

learning-rate of the updating, and γ is the maximum 

expected reward for the next state, while α is the 

evaluated reward of Reinforcement learning is 

fundamental for AI (artificial intelligence) constructions 

[4]. Recently, biomedical, system security, and Internet 

of Things (IOT) research domains applied RL. The 

applications included biomedical data [5], Smart Grid 

construction, electronic product error detection, and 

power system related improvements [6]. System 

security problems can be detected [7]. The RL 

technique may also be used in Smart City applications, 

such as indoor positioning [8]. 

Many innovations and researches on RL aimed on 

the design of different reward functions in order to 

work on different tasks. For instance, if the work 

performed by the agent is closer to human life, there is 

a need to understand the legal norms. If the agent went 

to the pharmacy to buy medicine, it is stolen without 

purchasing. The paper proposed the concept of ethical 

reward based on moral data. A goal can also be 

achieved without ethical norms, such as a driverless car 

can dodge the animals on the road while driving [9]. 

RL structures were also designed for multi-agent tasks 

such as the road mass transit system [10]. The 

environment state space will be compressed if there are 

multiple agents, and the agent’s own reward will 

appear. The paper also proposed the notion of 

difference reward based on the environment state. 

Compared with a general reward target (shortest travel 

time), a multi-agent task is to maximize the average 

reward and to minimize system load [11]. The role of a 

human reward function is to bring the agent closer to 

human actions. This can be applied to robotic or 
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android design such as arm movement [12]. Some 

studies raised the idea of replacing the action field by a 

Continuous Action Field. This can enhance the reality 

of simulated walking [13]. Last but not least, multi-

agent RL framework was also applied to tackle the 

feature selection problem [14]. 

Recently, the trend of research and implementation 

on has changed, researchers tend to focus on 

collaborative techniques. Rather than letting the trained 

machine agent work in single, Human-centered 

collaborative robots may also be trained by 

Reinforcement learning techniques, which can provide 

more fluent coordination between human and robot 

partners than baseline algorithms [15]. As to multi-

agent tasks, sample efficiency and learning robust 

policies may be significant since difficulties may 

existed while learning in a dynamic environment, by 

recurrent neural network-based actor-critic networks 

and deterministic policy gradients techniques, the 

agents weights may be trained centralized and be more 

reasonable [16], which may also be useful and 

implementable on medical issues Functional Electrical 

Stimulation [12] or Large-scale Traffic Signal Control 

[17]. Finally, in order to tackle the time consuming 

problem of deep reinforcement learning, the 

methodology of broad reinforcement learning was 

proposed and tested well on fast autonomous IoT [18]. 

Thus, talk about Package recommend issue. 

Trajectory recommendation systems depend on GPS 

(Global Positioning System) study proposed a PATS 

recommendation system for climbers and cyclists. This 

system considers the traversal behavior of the 

particular region of interests (ROI) and adds the user 

preferences for the recommendation [1]. However, the 

difficulty in trajectory recommendation lies in the data 

collection. LBSN also provides open trajectory data 

bases such as Bike-map and Every-trail. However, it is 

still relatively difficult to obtain a large amount of data. 

POI popularity ranking can be accomplished by 

public data such as POI check-in records from LBSN 

[2]. [19] Proposed crawling and parsing the Travelogue 

data, Topic package to classify the POIs into different 

topics and sub-topics. This topic classification model 

added the users’ choices and POI check-in data to 

customize travel packages. A similar model called 

TRAST (tourist-relation-area-season topic) mined 

characteristic features from historic data (area and 

season) for effectively forming travel groups [20]. 

In recent years, the neural network technique has 

been enriched by the Backpropagation algorithm with 

automatic training weights. This enables to find the 

most suitable proportion of input data for achieving 

high accuracy predictions. Neural networks became 

popular for tourism demand and travel time prediction. 

Tourism demand research aims at predicting 

passengers and tourism. The training data comes from 

information of the Tourism Bureau, news data, and 

Google Trend [21]. Some feedforward artificial 

intelligence neural networks (ANNs) use different 

input functions and hidden nodes to test and predict 

travel time series dedicated ANNs have better output 

performance than model [22]. The incorporation of 

seasonality and volatility are important influencing the 

choice between linear and non-linear models [23-24]. 

[25] Used ANNs to model and predict tourism demand 

in Mozambique from January 2004 to December 2013. 

They included the number of overnight stays at hotels, 

which is representative of tourism demand. High-

precision predictions are also important for planning 

economic activities and development. [26] has been 

observed that the popularity of tourism keywords on 

Google was highly correlated to the number of 

Taiwanese tourists traveling to Japan through ANNs 

model to analyze. 

[27] Proposed a neural network model for improving 

the prediction accuracy of recommendation systems. 

Their neural network was trained using a simulated 

annealing algorithm integrated with two single-level 

recommendation system samples. The study presented 

experimental results using two single scoring 

techniques and their corresponding neural network 

models. They compared the performance of each single 

technique with that of the proposed multi-standard 

model. The combined model was superior to. 

As to including public transportation in travel plans, 

recurrent neural network (RNN) offers a time 

consuming solution with high accuracy. DeepSTCL 

(Spatio-temporal ConvLSTM) and Gated recurrent unit 

neural networks (GRUNN) experimented by bus data. 

The baseline model for comparison is ARIMA 

(Autoregressive Integrated Moving Average model) 

[28-29]. Besides, passenger profiling may also be part 

of tourism demand, while fuzzy deep Boltzmann 

machine outperformed the existing baseline profilers 

[30]. 

Travel time prediction is actually based on shallow 

learning architectures without feature learning 

capability. Deep belief network (DBN) can achieve 

higher precision when high dimensional features [31]. 

Based on LSTM-DNN (Long Short-Term Memory 

Deep Neural Network), short-term travel time was 

predicted from maintained by Caltrans Performance 

Measurement System (PeMS) and the results were 

fine-tuned with 16 different parameter settings towards 

the highest accuracy [32]. 

Furthermore, time-series data related issue can be 

well evaluated by RNN based models, such as fusing 

CNNs and LSTMs on express data [33], applying 

minimal gated unit on RNN [34], and prediction 

continuous travel time for traffic signal priority (TSP) 

systems [35]. 
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3 Travel Package Recommendation 

3.1 Structure Overview 

Our travel package recommendation framework is 

based on reinforcement learning. An agent visits and 

travels through states and does traveling actions by 

moving from a POI to another to learn the environment. 

The limit iteration step is when iteration stops.  

The schema of the proposed framework is shown in 

Figure 1 Data collection was based on travel package 

datasets provided by travel agencies. Word segmentation 

and extraction were applied to collect check-in data. 

The POI related data were retrieved by web crawlers 

such as the LBSN based API. The agent is making 

actions in the environment based on Epsilon greedy 

technique. The Prediction models box contains two 

models: Trip Prediction Network and Trajectory 

Similarity. 

 

Figure 1. Framework structure overview 

3.2 Reinforcement Learning Model 

The schema of the reinforcement learning model is 

displayed in Figure 2 Users provide a day length and 

the place they want to travel to as input. In the initial 

state of each training iteration, the Environment may 

be at a random State (POI). The agent can apply an 

action to move on to the next State decision making is 

based on the Epsilon greedy policy. After an action is 

decided, the Reward of the Action is evaluated and 

updated in the Q-table. Limit iteration decides when 

iteration is terminated. Since the Q-table records the 

experience after the Agent’s actions, many iterations 

are needed to train the Q-table. Limit iteration is 

explained in Sec. 3.3, and the Reward function design 

is depicted in Sec. 3.4. The collection of variables used 

in this paper is displayed in Table 2. The algorithm of 

our reinforcement learning framework is as follows: 

 

Algorithm 1. Limit iteration 

Input: DayTotal 
1.

Travel Total flightDay Day Day= −  

2. For each Day in 
Travel

Day : 

3.     9dailyTime =  

4.     While 0dailyTime > : 

5.         daily daily POI TransportTime Time Time Time= − −  

6.         If 0dailyTime ≤ : 

7.             Break While 
8. End For 
9. Limit = True  

 

 

Figure 2. Reinforcement learning model 



Travel Package Recommendation Based on Reinforcement Learning and Trip Guaranteed Prediction 1363 

 

Table 2. Variable symbols and their definitions 

Symbol Meaning 

S The set of states 

T The termination condition for each episode 

∈  The threshold of epsilon greedy 

DayTravel The actual number of days spent by traveling 

DayTotal Total day of the travel package inputed by user 

Dayflight The number of days spent by flying 

TimePOI The time (hours) spent by visiting POIs per day 

Timedaily The time (hours) spent by travelling between and visiting POIs per day 

TimeTransport The total time (hours) spend by transportation (hours) 

l Grid length 

G The set of all grids gi 

gi The ith grid after grid slicing 

θ  The threshold for ROI (Region of interest) determination 

RD The set of ROIs 

Ri The ith ROI in RD 

TRD The trajectory dataset generated from travel packages 

TRi The ith trajectory in TRD 

pij The jth POI in TRi 

∝  The Learning rate of Markov chain 

Si(Ri) The transition score of Ri after ith iteration 

S (Ri) The final transition score of Ri 

Vi(S, A) Original values for evaluating the reward Ri(S, A) 

Ri(S, A) The normalization of Vi(S, A) 

R(S, A) The reward function constructed from Ri(S, A) 

(t, p, d, r) (transition, preference, distance, rating)  

P Preference matrix 

Pji The value in P at the jth row and ith column 

D The User-Item matrix of check-in data 

N The pairwise distance matrix of P 

∂  Spatial threshold for distance similarity evaluation 

 

The domains S and A are the set of POIs. The Q-

table is a n n×  zero matrix initially. For each episode, 

the initial state is a random POI from S. The While 

loop may choose an action by epsilon greedy as 

follows: 

 

(1, 0){

( ( , ))

2

Here 1is the initial value of

greedy

Random

random action else

choose action a in max Q s a

recent iteration
While

Max iteration

ε

ε

ε ε ε

ε ε

− =

<

→

→

⋅
′= ⋅Δ

′ =

 (1) 

After choosing action a, the s’ is determined, and the 

reward r is evaluated by the reward function (R). The 

Q-table is updated in line 10. The While loop is 

terminated when the limit iteration (Limit) becomes 

True. 

3.3 Limit Iteration 

dailyTime  is defined as the duration between 9 am 

and 18 pm. The starting point of 9 am signifies the end 

of the breakfast, while the ending point of 18 pm 

signifies the beginning of the dinner. Meanwhile, 

Travel
Day , which is the traveling days of the trip is 

defined as: 

 Travel Total flightDay Day Day= −

 (2) 

To terminate the travel part of a day, we used the 

following inequality: 

 daily POI TransportTime Time Time≤ Σ + Σ
 (3) 

When the RHS of the inequality first exceeds the 

LHS, we cannot pack more program or travel 

(including the last proposed item) into the daily plan. 

Obviously, the opposite direction of the inequality is 

maintained during the whole day.  

The termination of the iteration takes place after the 

termination of a day happened 
Travel

Day  times. At that 

point, the POIs (states) visited by the agent can be 

retrieved. 

The algorithm of Limit iteration is as follows 

Algorithn 1. Figure 3 shows an example of Limit 

iteration evaluation. In the figure, the episode 

terminates, and the visited POIs are retrieved as a 

package. 
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Figure 3. Example of limit iteration evaluation 

3.4 Reward Function Design 

The reward function is enabled with the capability to 

choose popular POIs. It is formed by 4 components: 

Transition score, Item preference, Distance, and Rating. 

(1) Transition score 

The transition score comes from the historic 

trajectory database. It symbolizes the travel behavior of 

earlier visitors. POIs with higher likelihood of being 

visited have higher transition score. The transition 

score evaluation is shown in Figure 4. 

 

Figure 4. Transition score process

(a) ROI determination 

The schema of ROI determination is shown in 

Figure 5 Given a spatial map region, we can mark the 

POIs in the trajectories dataset on the map. After 

slicing the map with a grid length of l, a sequence of 

grids G = 
1 2 3 16

[ , , , , ]g g g g…  is generated. Let θ  

denote an ROI threshold. If for every 
i

g ∈ G, the 

number of POIs in 
i

g  is higher than ,θ  
i

g  is 

determined as a ROI 
i

R RD∈ , and RD is the ROI set. 

After the determination of ROIs, each trajectory 
m

Tr  is 

converted into an ROI sequence 
m

TR . Figure 4 

provides an example. When considering the trajectory 

1 2 3 4 5 1
[ , , , , ],Tr p p p p p p=  and 

5
p  don’t belong to any 

RO I, while 
2 3 4
, ,p p p  belong to 

1 2 3
, ,R R R  

respectively, so the ROI sequence TR converted from 

Tr has the form of 
1 2 3

[ , , ]TR R R R= . 

 (b) Movement graph 

The movement graph is constructed from the 

traversal relationships between the ROIs. Table 3 

illustrates an ROI sequence dataset. Figure 6 displays 

the movement graph constructed from Table 3. 

 

Figure 5. ROI determined 

Table 3. ROI sequence example 

Sequence name Sequence content 

Tr1 R1→R2→R3 

Tr2 R2→R4→R1 

Tr3 R3→R1→R2 

Tr4 R2→R1→R4→R3 
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Figure 6. User movement graph 

The weight evaluation formula of the graph is as 

follows: 

 

,

, ,

,

1

deg ( | )

| { | , , }|

i j

h i j h

l i l

R R

Tr TRD R R Tr

i h

R R R R k k i l k

w

R Tr

Tr Tr TRD R R Tr

< >

∈ < > ⊂ +

∈ ≠

=

Σ

∈ < > ⊂∪

 (4) 

Note that 
,i jR R

w
< >

 is the weight of the edge < ,
i j
r r >. 

The individual outer degree of an ROI in a trajectory is 

defined as follows: 

 ( ) |{ | , , } |
j i j i j

deg Tr R R R Tr R R+

= < > ⊂ ≠   

We can demonstrate [what] by taking 
1 2
,R R

w
< >

 as an 

example. The denominator [of what] will be the 

number of trajectories including the edge 
1
,

l
R R< > . 

Note that 
l

R R∈  is an arbitrary element in the ROI set 

R. The denominator becomes 
1 3 4

| , , | 3,Tr Tr Tr =  the 

numerator of (4) become 

 
1 2

, ,
1

1 1 1 3

1

deg ( | )

1 1

deg ( | ) deg ( | )

h h
Tr TRD R R Tr

h
R Tr

R Tr R Tr

+
∈ < > ⊂

+ +

Σ

= +

  

Since only 
1

Tr  and 
3

Tr  include the edge 
1 2
,R R< >  

1 3 1

1 1 1 1 1
1 1 2

deg ( ) deg ( ) 1 1 deg ( )Tr Tr Tr
+ + +

+ = + = + =

3

1 1 1
1 1 2

deg ( ) 1 1Tr
+

+ = + = + = . Finally, 
1 2
,R R

w
< >

 can be 

obtained by dividing the numerator by the denominator, 

i.e., w_<R1, R2>
2
.

3
=  

(c) Marcov Chains 

We used Marcov chains to evaluate weighted graph 

that presents the traversal relationships of ROIs. This 

principle is similar to the Page-rank. The common 

feature is that the chain and state may finally come to a 

stable situation. We can present the transition matrix M 

as: 

 

1 1 1 2

1 2

1

, ,

, ,

, ,

(1 ( )1 ( )

( ) ( )

1 ( ) ( ))

m m

m m m

R R R R

R R R R

R R R R

M α α w α α w

α w α w

α α w α w

< > < >

< > < >

< > < >

= − −

−

�

���

�

 (5) 

Here, the parameter α ∈ [0, 1) is the learning rate, 

,

0
i i

R R
w

< >
=  for all 

i
R RD∈ , and for each iteration of 

the Marcov chain process, we have: 

 
1

1
( ( ) ( )) (1 ( ))i i i

m m
S R S R M S R

−

= ⋅� �  (6) 

Here, ( )i

i
S R  is the transition score of 

i
R  after the 

ith iteration, with 0 ( ) 1, .
i i

S R R RD= ∀ ∈  The iteration is 

terminated when: 

 
1 1

1 1
( ( ) ( )) ( ( ) ( ))i i i i

m m
S R S R S R S R

− −

=� �  (7) 

In this case, the score of each ROI is stabilized, and 

( ) ( )i

i i
S R S R=  is the transition score of 

i
R . Recall that 

the transition score of POI 
i
p  is defined as: 

 ( , ) ( ),
t i i i

V s p S p A R= ∈  (8) 

(2) Item preference 

The concept of item preference is based on 

collaborative filtering. We attempt to evaluate the 

personal preference for an item from the user check-in 

data. The check-in data is extracted from the 

customers’ data and the POI they visited. There are 

16175 users and 400027 check-in items in total. The 

preference matrix is defined as: 

 

1

m

ij

j

D N
P

N

=

⋅

=

∑

 (9) 

Here, D is the User-Item matrix of check-in data, N 

is the matrix obtained from D by cosine similarity, and 

the denominator is the ith column sum of N. The size 

of P is m n× , m is the number of POIs, and n is the 

number of users. In the preference matrix P, 
ij
P  is the 

preference score of user i towards POI j. For POI j, the 

preference of all users is: 

 
1

( )
N

p j ji

j

V p P
=

=∑  (10) 

(3) Distance and Rating 

The distance between POIs and their rating data 

were collected from the Google API. The physical 

distances between pairs of POIs were calculated by 

Google’s direction API, while the rating data were 

evaluated by Google’s place API. 

Our distance score from S to A is defined as: 

 ( , ) ( , )
d

V S A dist S A= −  (11) 
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Where dist(S, A) is the road travel time between S 

and A. The rating score from S to A is defined as: 

 ( , ) ( )
r

V S A rating A=  (12) 

(4) Normalization 

Now, we can define the reward function value of 

State S doing Action A as: 

 

( , )

( , ) ( , ) ( , ) ( , )

4*3

t p d r

R S A

R S A R S A R S A R S A+ + +

=

 (13) 

Here, ( , )
i

R S A  for ( , , , )i t p d r∈  is the normalization 

of ( , )
i

V S A : 

 
( , )

( , ) i i

i

i

V S A
R S A

μ

σ

−

=  (14) 

The mean value and the standard deviation of all. 

According to the rule about standard normal 

distribution---99.73% of the values lie within three 

standard deviations of the mean--- we set the values 

further than that as 3 after normalization that is: 

 
( , ) 3 ( , ) 3

( , , , )

i i
if R S A R S A

while i T P D R

> → =

∈

 (15) 

The denominator of ( , )R S A  is set as 4*3, where the 

factor 4 comes from the 4 components in the reward 

function, and the factor 3 comes from the [-3, 3] 

domain of ( , )
i

R S A . This way, ( , )R S A  falls into the 

interval [-1, 1]. 

4 Prediction Model 

We obtained labeled travel package datasets from 

travel agencies due to the industry school corporation. 

We can use the historic cancellation data from these 

databases to make predictions about the cancellation 

probabilities of our generated travel packages. We used 

two models, TPN and Trajectory Similarity for a 

classifier, and predict the recommend travel package 

by our fine-tuned models. 

4.1 Trip Prediction Network 

For travel agencies, the most significant 

characteristic of a travel package is whether it is 

accepted by the customer or canceled in the end. The 

extracted features from the labeled travel packages of 

the travel agencies’ data formed a deep artificial neural 

network, see Figure 7 According to Table 4, there were 

7 kinds of extracted features for model training in a 

total of 66 dimensions. Since one hot encoding was 

applied on the Month and Season features, we had to 

remove the Money and Date features in order to gain 

better precision. Meanwhile, the unit of money is U.S 

dollars and the Type features were collected from the 

type of Google POI, there are 69 types in total but only 

the most relative ones to our topic were left, so 46 

Type features in the end. 

 

Figure 7. Trip prediction network 

Table 4. Table of used features 

Feature name Dimension Remarks 

Money 1 dimension Removed 

Date 1 dimension Removed 

Days 1 dimension  

Customers 1 dimension  

Type 46 dimensions  

Month 12 dimensions One hot encoding 

Season 4 dimensions One hot encoding 

 

The network structure schema is shown in Figure 8 

there are 5 hidden layers, and the number of neurons in 

each layer is a power of 2. The network holds more 

neurons in the middle than at the edges (Input and 

Output layers). We applied batch normalization on 

each layer, and we set ReLU as the activation function 

for each layer except the Output, for which Softmax 

was set. We used the Adam optimizer for training the 

model and chose the Loss function as the reduced 

mean of sparse Soft-max Cross Entropy. 

 

Figure 8. The structure of TPN 

4.2 Trajectory Similarity Model 

This model is used for making a trajectory search. 

For each recommended package, it queries and 

retrieves the similar packages-as Similar Travel 

packages dataset---from the original database, see 

Figure 9 the chosen query process is Top similarity. 

We predicted the recommended trip cancellation rate 

based on the average cancellation rate of the retrieved 

trajectories in the Similar Travel packages dataset. Let 
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m
Tr  be a trajectory in dataset, and 

target
Tr  be a 

recommended travel package. The similarity between 

the POIs 
i

target
p  & 

mj
p  is evaluated from the type 

feature they hold and their spatial distance as follows: 

 

Figure 9. The trajectory similarity model 

 
( , ) ( , )

,

i i

i

target mj dis type target mj

target target mj m

Sim p p f f p p

while p Tr p Tr

= +

∈ ∈

 (16) 

For a spatial threshold ∈, ( )
i

dis target mjf p p−  denotes 

the distance similarity: 

 
( , )

( , ) 1 i

i

target mj

dis target mj

dist p p
f p p = −

∈

 (17) 

Recall that ( )
i

target mj
dist p p− is the distance between 

i
target
p  & ,

mj
p  we also need the Jaccard similarity 

( )
i

type target mj
f p p−  defined as: 

 

( , )

| ( ) ( ) |

| ( ) ( ) |

( )

i

i

i

i i

type target mj

target mj

target mj

target target

f p p

type p type p

type p type p

type p is the type set of p

=

∩

∪
 (18) 

For a POI 
i

target
p  in 

target
Tr , the optimal point of 

m
Tr  

and 
i

target
p  is defined as: 

 

( , ) ,

( , ) ( , )

i

i i

target m mj mj m

target mj target mk mk m

Opt p Tr p p Tr

if

Sim p p Sim p p p Tr

∈

> ∀ ∈

 (19) 

Take Figure 10 as an example, it shows that each 

point in 
target

Tr  will find an optimal point in 
m

Tr . 

 

Figure 10. Optimal point decision 

If ’s
i

target
p  optimal point in 

m
Tr  is ,

j
p  then 

( , )
i

target mj
Sim p p  has higher score than ( , )

i
target mkSim p p  

when 
mk
p  is a POI in 

m
Tr  different from 

mj
p . We 

evaluate the trajectory similarity between 
m

Tr , 
Target

Tr  

in the following way: 

( , )

( ( , ( , )))
i i

i

Tr m Target

target target m

target Target

Sim Tr Tr

normalized Sim p Opt p Tr

while p Tr

= Σ

∈

 (20) 

For each POI 
i

target
p  in 

target
Tr , an optimal point can 

be found in 
m

Tr , which we denote by ( , )
i

target m
Opt p Tr . 

Note that the similarity of trajectories 
m

Tr , 
target

Tr  

equals to the normalized summation of the optimal 

points 
i

target target
p Tr∈  over index i. 

The algorithm of finding the most similar trajectory 

to 
target

Tr  is as follows: 

 

 

OPT(Optimal match point) 
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Algorithm 2. Top Similarity Query 

Input: ,
target

Tr TRD  

1. _Top K φ=   

2. For num from 1 to K: 

3. 0
sim

Max =   

4. 0
Tr

Max =   

5. For All :
m

Tr Dataset∈   

6. If 
sim

Max <  

    
arg

( , ) :
Tr m T et

Sim Tr Tr  

7. 
sim

Max =  

( , )
Tr m Target

Sim Tr Tr  

8. 
Tr m

Max Tr=   

9. End For  

10. 
arg

( , ) 0
Tr m T et

Sim Tr Tr =   

11. 
_ _

Tr
Top K Top K Max= ∪   

12. End For 

For a trajectory target ,
Target

Tr  evaluate 

( , )
Tr m Target

Sim Tr Tr  for all .

m
Tr Dataset∈  The 

m
Tr  that 

maximizes 
arg

( , )
Tr m T et

Sim Tr Tr  should be added to the 

_Top K  array. Retrieved after looping K times. 

5 Experiments and Results 

5.1 Data Collection 

The travel agency provided us with a travel package 

database for the duration between 2015 and 2017. This 

database contained trips from Taiwan to Japan. Figure 

11 shows the structure of the database along with our 

preprocessing. 

 

 

 

 

Figure 11. Data collection process 

5.1.1 Preprocessing  

We used word segmentation to extract the attributes 

we needed, the detail was shown in Table 5 and Table 

6. 

5.1.2 Web Crawling  

In order to find the detail (address, location, and 

rating) of the POIs in the travel sequences, we used the 

Google place API. In order to find the physical 

distance between POIs, we used the Google direction 

API. The administrative data was crawled over the 

Japanese government site to do. Finally, the travel 

sequences were geocoded to travel trajectories to be 

used for the trajectory similarity model. 

5.2 Recommendation Visualization 

Figure 12 displays 3 recommended packages in the 

Hokkaido area for 5 days of travel. Plan (a) starts from 

South Hakotade Market and ends at Tokachi 

Millennium Forest. The total transportation time is 

estimated 14 hours. The number of POIs to visit is 11, 

which requires a total visiting time of 22 hours. The 

total traveling time is estimated 36 hours, feasible for a 

5-day trip. The average rate of POIs in this package is 

3.8. The recommended packages differ in their starting 

states (POI). Plan (b) starts from the west side of 

Hokkaido-Cape Kamui, and it travels towards east. 

Plan (c) starts from the northern POI-Rishirifuji, and it 

turns south and west afterwards. 

5.3 Trip Prediction Network Model 

Experiments 

The data was split randomly, 80% for training, 20% 

for testing. The same process was repeated 5 times 

with different splits. We took the mean value as the 

final results. Figure 13 displays results in 4 evaluation 

metrics: Training Accuracy, Training AUC, Testing 

Accuracy, and Testing AUC. The training took 10000 

epochs. The domain of training precision was about 

[80, 90], while for testing precision, it was [70, 80]. 
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Table 5. Dataset statistics 

Dataset Attribute type Example 

POI name Tokyo Skytree 

Address 1Chome-1-2 Oshiage, Sumida, Tokyo 131-0045, Kanto 

POI types Establishment, point_of_interest 

Longitude 139.8107004 

Latitude 35.7100627 

Region Kanto 

Prefecture Tokyo 

City Sumida 

POI Dataset 

Rating 4.1 

Package id 28 

Sale price 28,800 

Area Japan 

Detail area Hokkaido 

Group startday  

Days 3 

Sequence Kanemori Red Brick Warehouse, Meijikan…… 

Trajectory (141.14,42.49) (140.72,41.76) 

Travel Dataset 

Tour YN Y(Uncanceled) 

Customer ID 305785 

POI name Kanemori Red Brick Warehouse 

Check-in Frequency 2 
Check-in Dataset 

Check-in ID 102 

Table 6. Dataset detail overview 

Dataset #Users #POIs #Check-ins 

Check-in Data 16175 3851 400027 

 

   

(a) (b) (c) 

Figure 12. Example of recommendation visualization 

 

(a) (b) 

 

(c) (d) 

Figure 13. Training and Testing Curves 
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The running time increased with the number of 

layers. When we switched from 6 layers to 7 or 8 

layers, the longer running times failed to achieve 

higher precision (Testing AUC). Interestingly, even the 

1-layer network performed well: it was time-saving, 

and it had a precision only 1% lower than that of the 6-

layer model. For this, it took only one-sixth of its 

training time. 

Figure 14 shows a comparison between Money, 

Days, Customer, Season, Month, and POI as listed in 

Table 7. Obviously, the Customer feature is the most 

significant factor affecting prediction precision. The 

Date feature is also important to improve precision. 

However, the set with the highest test AUC score 

(0.798) is the basic set without the Money feature (set 

# 7). 
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Figure 14. precision varying by the index of feature 

sets 

Table 7. Table of different feature sets 

Feature set Features included Features in basic set

1 
Basic set without 

Customer 

2 
Basic set without Season 

and Month 

3 Basic set without Days 

4 
Basic set without POI 

types 

5 Basic set plus Date 

6 Basic set 

7 Basic set without Money 

Money 

Days 

Customer 

Season 

Month 

POI 

 

Trip guaranteed prediction. Using AI to predict a 

customer’s acceptance of a recommended travel 

package has become a sport in Taiwan. T-brain---an 

organization holding AI and machine learning 

competitions-held a competition in December 2018 on 

this subject [31]. The winner scored 0.765 for Test 

AUC precision. In comparison, the highest score of our 

proposed models was 0.798. 

5.4 Trajectory Similarity Model Experiments 

We wanted to show that trajectory similarity can 

classify the cancelled and uncancelled travel packages. 

The spatial threshold ∈  was set as 10 (km). To 

evaluate the performance of model, dataset was split 

into 2 classes: uncancelled and cancelled. Since the 

two classes were imbalanced, the uncancelled data was 

partly eliminated. Both datasets were randomly split: 

80% for training, 20% for testing. T-test is a type of 

inferential statistics to determine significant difference 

between the means of two groups. We set the 

confidence interval at 95%. Table 8 shows the group 

statistics of three sets: uncancelled, cancelled, and 

recommended packages by our proposed framework. 

The values among those sets were the trajectory 

similarity precision ordered from the highest. We 

considered the top 20 of this list. 

Table 8. Data statistics of Top K precision 

guaranteed N Mean Std deviation Std error mean

Uncanceled 20 0.5504 0.02297 0.00514 

Canceled 20 0.7659 0.01547 0.00346 

Recommend 20 0.7639 0.03059 0.00684 

 

Figure 15 shows the Top K curves of the average 

accuracy of datasets. Since the top K recommendation 

curves have a difference of more than 10%, model can 

correctly classify packages likely to be cancelled. 

 

Figure 15. Precision curve for Top K precision 

The set of recommended packages depends on the 

components of the reward function. We omitted some 

of the 4 compon ents of the reward function for testing 

there, see Figure 16. Each set had 100 packages. 

Finally, the proposed set with 4 elements outperformed. 

 

Figure 16. Precision curve for different reward 

function settings 
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As Figure 17 shows the T test score of the 

uncanceled, canceled and Recommend pair of data. We 

can see obviously the mean of both Canceled Package 

and the Recommend package were higher than the 

Uncanceled one. Further more due to the significance 

results, we can know that the U & C pair and C & R 

pair were really similar to each other, while only the 

Uncanceled one was different. 

 

Figure 17. T test of the top 20 recommendation 

6 Conclusion and Future Work Plan 

6.1 Conclusion 

The reinforcement learning methodology 

successfully capture the by related functions and 

recommend. The TPN model outperformed than the 

Taiwan T-brain competition, many experiments and 

variable tuning were done to make sure the model may 

have the best accuracy and AUC. The Trajectory 

Similarity model may able to classify among Failure 

packages and Success packages. The proposed package 

is much similar to Success packages according to the T 

test methodology. 

6.2 Future Work Plan 

As to the future work, the system may be able to be 

worldwide useable by collecting more data and wider 

range. In addition, the running time may be a 

significant factor for recommendation systems, not 

even to mention real-time characteristic. Enhanced 

technique on reinforcement learning may be possible to 

apply on our framework to reach better performance 

and better recommendation result, such as Sarsa 

technique and Deep Q-network. 
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