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Abstract

We propose an effective classification algorithm for machine learning to achieve higher performance for multi-modal behavioral authentication systems. Our algorithm uses a multiclass classification scheme that has a smaller number of classes than the number of users stored in the dataset. We also propose metrics, the self-mix-classified rate, other-single-classified rate, and equal-classified rate, for use with the proposed algorithm to determine an optimal number of classes for behavioral authentication. We conducted experiments using a large-scale dataset of activity histories that are stored when 100,000 users use commercial smartphone-applications to analyze performance measures such as false rejection rate, false acceptance rate, and equal error rate obtained with our proposed algorithm. The results indicate our algorithm achieved higher performance than that for previous ones.
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1 Introduction

User authentication has been a challenging problem in computer systems. Various approaches for improving the security of authentication are needed to protect users from invalid access by malicious attackers. Many researchers have attempted to solve problems regarding passwords that are widespread but have vulnerabilities [1-3]. Many projects are striving to provide users with other authentication options such as biometrics.

Numerous studies have been conducted on behavioral authentication to demonstrate the potential of big data for enhancing user authentication. Behavioral biometric data were analyzed to verify user identity [4]. This is significant because behavioral authentication does not require users to explicitly take a specific action [5].

Various biometric traits are being considered for behavioral authentication. For example, Fridman et al. [6] combined four behavioral modalities: text entered via a soft keyboard, application usage, websites visited, and a device’s physical location. It is generally difficult for an application to ignore similar but different behavior patterns for the same person, which means the authentication accuracy is not particularly high compared with physical biometric authentication. With these points in mind, we considered multiple behavioral modalities should be combined to increase authentication accuracy.

Many studies on behavioral authentication have used machine learning in which user behavioral data are analyzed to extract features representing user identity. Multiclass classification is the appropriate algorithm used to classify user behavioral data to identify a specific user. However, the challenge is that, behavioral data generated by a large number of users can contain also the large corresponding number of classes. The ideal case is when the classification can classify the data into exactly the number of users. However, a real large-scale data can contain even more than one million users, and thus there is a big trade-off between accuracy and feasibility here. Thus, we ask the question: How to determine a threshold for the number of classes that can balance the trade-off.

There are only a few analytic algorithms to find the number of classes for the above challenge such as Silhouettes [7]. However, the number of classes obtained by these algorithms much smaller than the number of users. In this case, the data that are contained in each class are associated with many users, rarely classified to a single user. That is, a smaller number of clusters may increase the false acceptance of valid users in authentication, whereas a larger number may increase false rejection.

We proposed a classification algorithm and metrics for use with the algorithm for determining the number of classes and solving the above trade-off problem for multi-modal behavioral authentication systems [8]. We then evaluated the proposed algorithm from our experiments on behavioral authentication using the real large-scale data of a commercial smartphone application.

Since we confirmed the effectiveness of the
proposed method in our previous paper [8], we in this paper conducted experiments with larger scale of data to further confirm our proposed methods effectiveness. Specifically, we conducted experiments using datasets with 10 times the number of users more than that done in [8]. Note that we focus on proposing the above algorithm as a core mechanism for a behavioral authentication system that assumes a threat model. The overall design for such a system is out of the scope of this paper.

2 System and Threat Models

2.1 System Model

This section describes the multi-modal behavioral authentication system using classification that we developed for this study, which is shown in Figure 1.

Figure 1. Overview of multi-modal behavioral authentication system using classification

The system consists of a feature-extraction unit, classification unit, and fusion unit. The feature-extraction unit analyzes user behavioral data to the system and extracts multiple features according to biometric modalities.

The classification unit maps the feature of each modality from the output of the feature-extraction unit into binary decision space (i.e., True or False). The classification is done by multiple sets of classes for each modality that are built and trained using the behavioral data of users. As a result, a binary decision of True is generated if a user is valid, and False otherwise. The fusion unit produces a fused decision by collecting the output of each modality from the classification unit.

At user authentication, the feature-extraction unit receives a user’s behavioral data and extracts features. Next, the classification unit classifies these features into a specific class for each modality and produces the result of a binary decision about a user. Finally, the fusion unit produces a decision of the overall system.

For example, user behavioral logs of smartphone-application usage are used to extract features such as application names, smartphone-usage time, and usage time of each application (represented by stars in Figure 1), which correspond to personal habits representing user identity. In each modality of the classification unit, the output is generated depending on whether the extracted feature is classified into a user’s own class (indicated by the red area in Figure 1).

Compared to physiological biometrics, such as fingerprints, behavioral biometrics is generally not as accurate or stable due to the inconsistency and mutability of human behavior. Our multi-modal behavioral authentication system aims to obtain high accuracy levels in authentication by fusing the verification results of multiple modalities, even if the verification of each modality is not highly accurate due to lack of its data.

The false acceptance rate (FAR) and false rejection rate (FRR) are used for evaluating the authentication accuracy of our multi-modal behavioral authentication system. By calculating the FAR and FRR for each threshold of the fusion unit and obtaining an equal error rate (EER), at which they are equal, the optimum threshold value can be determined.

2.2 Threat Model

The system consists of N users; \( U_N = \{u_1, u_2, ..., u_N\} \). Each user \( u_i \) where \( i \in [1, N] \) has their behavioral feature set \( D_i = \{d_{im}, d_{i2}, ..., d_{iM}\} \) where \( d_{im} \) indicates the \( m \)-th behavioral feature of \( u_i \) for \( m \in [1, M] \).

We consider that the following types of adversaries (untrusted entities) attempt impersonation:

- **Internal Adversary**: An adversary \( A = u'_i \in U_N \) where \( i' \in [1, N] \) uses \( D_i \) to attempt to be authenticated as a legitimate user \( u_i \) where \( i' = i \).
- **External Adversary**: An adversary \( A \not\in U_N \) uses a behavioral feature set \( D_A \not\in \{D_1, D_2, ..., D_N\} \) to attempt to be authenticated as a legitimate user \( u_i \) where \( i \in [1, N] \).

We consider that the above adversaries conduct two types of impersonation attacks, namely targeted impersonation attack and non-targeted impersonation attack.

- **Targeted impersonation attack**: An adversary \( A \) attempts impersonating a legitimate user \( u_i \in U_N \) where \( i \in [1, N] \) using \( u_i \)'s behavioral feature \( d_{im} \in D_M \) where \( m \in [1, M] \). A may be able to infer the feature from \( u_i \)'s personal information indicated by the relationship between \( u_i \) and \( A \).
- **Non-targeted impersonation attack**: An adversary \( A \) makes a brute force attack using publicly available data without targeting particular users. Later in Section 6.1 we will discuss these attacks.

There are assumptions in our threat model. (1) The \( n \) users do not collude with each other. This means that there is no user in the system who can share their behavioral data with any of the other users in the system and even people outside the system. (2) The
system is secured from the attacks that attempt to learn or make use of information from the system but does not affect system resources such as data breach, network eavesdropping, contextual data theft, and hardware side-channel attack.

3 Problem Statement

In our multi-modal behavioral authentication system, the number of classes needs to be set for appropriately classifying each feature per its corresponding modality in the classification unit.

A challenge here is: “How can we determine the number of classes in each modality for achieving higher authentication performance of the overall system?”

There are previous works that proposed a method for determining the optimal number of classes when classifying a given sample dataset. For example, Silhouette analysis provides such solution by visualizing the cohesion of data per class [7]. X-means classification determines the optimal number of classes by recursively calling K-means using BIC (Bayesian Information Criterion) as a performance index [9].

These methods aim to assign sample data to appropriate classes in a well-balanced manner, but heuristically use the number of classes in many cases. Thus, they do not well assess whether the resultant design of classes are best suited for behavioral authentication systems.

To discover an appropriate number of classes in each modality, some existing works use performance measures, FAR and FRR, which have traditionally been used for biometric authentication.

However, there is a problem in calculating a precise FAR in multiclass classification. It is generally estimated that the optimized number of classes should be smaller than that of subject users in datasets of the system, but obviously leads to incorrectly accepting unauthorized persons except the legitimate person. This has not been demonstrated by existing works yet as far as we know.

In essence, this should not be counted as a false accept. We argue that performance measures other than FAR and FRR are necessary for validating classification.

We propose a classification algorithm for use with the algorithm for optimizing the number of classes (“m-classification”).

4 Our Proposal

In this section, we first describe conditions on classification and then propose metrics and a classification algorithm using the metrics for m-classification. This method was proposed in our previous paper [8], but since it is the basis of our experiments, we will introduce it in this paper as well.

4.1 Definition of Well-balanced Classification Conditions

We begin by considering our multi-modal behavioral authentication system that, for a set of N users, U has K classes when classifying features of U. With the m-classification algorithm, a smaller K results at a more accurate rate of true acceptance, but also makes it easier to accept others. On the other hand, a larger K value makes for more accurate rejection of others but also increases the FRR. Therefore, the K value needs to be well-balanced. We consider two types of the well-balanced classification conditions:

Condition-1: All of the user’s data are in the same class.

Condition-2: Other users’ data are not in the same class.

4.2 Metrics for Classifying Conditions

4.2.1 Metrics for Condition-1: Self-single-classified Rate and Self-mix-classified Rate

We derived metrics corresponding to Condition-1. First, we count each user’s own features in each class and defined a maximum count class as “my class”.

Let the number of features for each user and each class be defined as $D_{cik}$:

$$D_{cik} = \begin{pmatrix} dc_{i1} & \cdots & dc_{ij} & \cdots & dc_{iK} \\ \vdots & \ddots & \vdots \\ dc_{N1} & \cdots & dc_{Nj} & \cdots & dc_{NK} \end{pmatrix}$$

(1)

Then, the number of features in “my class” can be expressed as

$$D_{m_i} = \begin{pmatrix} \max(D_{c1k}) \\ \vdots \\ \max(D_{cKk}) \end{pmatrix}$$

(2)

Let the number of features each user has been defined as $D_u = (d_{ail1}, d_{ail2}, \ldots, d_{ailN})$. Using $D_{m_u}$ and $D_u$, we calculate the rate of data in “my class”, and use the average value of all users as the self-single-classified rate (SSR): 

$$SSR = \frac{1}{N} \sum_{u=1}^{N} \frac{D_{m_u}}{D_u}.$$ 

(3)

Similarly, the rate of not entering “my class” can be represented as the self-mix-classified rate (SMR) as:
\[ SMR = 1 - SSR. \] (4)

4.2.2 Metrics for Condition-2: Other-single-classified Rate and Other-mix-classified Rate

Assuming that the number of classified users for each class \( N_{c_k} = (n_{c_1}, n_{c_2}, \ldots, n_{c_K}) \), the number of others’ data in each class \( N_{co_k} \) can be represented as \( N_{co_k} = (n_{c_1} - 1, n_{c_2} - 1, \ldots, n_{c_K} - 1) \).

If we define the average \( N_{co_k} \) of all classes as the metric that can represent others in the same class, i.e., the other-single-classified rate (OSR), then

\[ OSR = \frac{1}{K} \sum_{k=1}^{K} N_{co_k}. \] (5)

The other-mix-classified rate (OMR), which indicates that data of other users are not in the same class, is

\[ OMR = 1 - OSR. \] (6)

4.2.3 Classification Algorithm Using Proposed Metrics

From Section 4.2.1 and Section 4.2.2, we can see that the metrics corresponding to Condition-1 and Condition-2 have been obtained. To visualize the trade-off relationship between the two conditions, we decided to use SMR and OSR, both of which indicates a smaller value as a better classification, as shown in Figure 2. In addition to the FAR and FRR concepts, the point at which the SMR and OSR become equal is defined as the equal-classified rate (ECR). The X-axis in Figure 2 represents the number of classes, so the x value of ECR shows the optimal number of classes that balances the SMR and OSR.

Figure 2. Overview of SMR, OSR, and ECR

To obtain an optimal number of classes, the classification process for each of the candidate classes and the SMR, OSR, and ECR calculations are repeated, and the number of classes with the smallest ECR is selected.

Figure 3 shows an example of SMR, OSR, and ECR calculations. Assuming that users A, B, and C are classified into Classes 2 to 5, the SMR and OSR for the number of classes are calculated as shown in the lower part of the figure. First, we count the \( D_{mu} \) and \( D_u \) for all users then conduct a fitting calculation to Eq. 4 to obtain the SMR. The OSR is calculated by counting the \( N_{co_k} \) of each class and fitting the result into Eq. 5. In this example, the ECR appears when the number of classes is 4 (rounding up from 3.6). In this case, it can be said that the four classes are the most optimized.

Figure 3. Example procedure for determining optimal class number using the SMR and OSR metrics
5 Experiments

5.1 Experimental Framework

We conducted two kinds of experiments.

In Experiment 1, we adapted the metrics proposed in Section 4 to actual data to determine the optimal number of classes. We used the three feature patterns shown in Section 5.3: (a) application only, (b) timestamp only, and (c) application and timestamp.

We conducted Experiment 2 to evaluate the performance of our multi-modal authentication system. We used the three Experiment 1 feature patterns as the multi-modal authentication modalities and prepared three patterns for m-classification optimization, (a) using our proposed optimization algorithm calculated in Experiment 1, (b) using the same number of classes as the number of users, and (c) optimizing the number of classes with the FAR, FRR, and EER.

We used the smartphone-application activity histories of 100,000 users who used our commercial application “Yahoo! Smartphone Security” during the period between February 1 and 29, 2020. Target users were randomly chosen from among users who used the application every day during the above period. Note that only Android users were surveyed because the application is only available for Android OS. Details for our experimental dataset are given in Section 5.2.

We conducted the experiments with the m-classification and validation window size set for 1 week and the test window size set for 1 day. During the 1 month target period, we conducted shifting windows both to m-classification and test data for each day to update the classes daily.

In Experiments 1 and 2, we adopted K-means as an m-classification algorithm using the Euclidean distance as the distance metric and the K-means++ initialization scheme [10] from the scikit-learn [11] v0.20.2 for the centroid initialization. All of the source codes for these experiments were developed using Python 3.5.2.

5.2 Datasets

5.2.1 Activity Histories of Smartphone-application

We focus on the users’ activity histories that are stored in our commercial application Yahoo! Smartphone Security on their smartphones. It is a free security application running on Android devices provided by Yahoo Japan Corporation that protects a user’s smartphone from any threats by detecting virus applications, malicious billing sites, and phishing sites by monitoring behavior on their smartphones. It records installed applications and their related activities on the smartphones. With the data, it detects some suspicious behavior that has a high security risk such as unauthorized communications and access to malicious sites. Our application is no longer available because it stopped providing service on March 23, 2020, but the collected activities data are used for our research purposes with the consent of the users. More details for data collection process are described in Section 5.2.2. Since the data are collected from the production-based application, to our knowledge, it is unprecedentedly more large-scale than that obtained in previous studies. Note again that our research group conducted this experiment using the above sets of data after gaining social understanding.

5.2.2 Data Collection Process

We collected the activity history of smartphone-application for our research purposes through appropriate procedures. The method for acquiring the data from our application for this study follows the guidelines of the privacy act in our country.

We have fully explained to users how to get and use data. Our application is not pre-installed when a user buys a smartphone, but is installed by the user on their own intention. Also, data will not be obtained unless the user consents to the permission to access the data on Android OS. Thus, the process of notifying the user of collecting activity history of smartphone-application and obtaining the user’s consent is always performed. Our application is only targeted to our country and these procedures are provided so that users can understand how their data is handled. We also provide users with a privacy policy page in Japanese. (Privacy Policy: https://about.yahoo.co.jp/docs/info/terms/chapter1.html#cf2nd), as well as a commentary page with diagrams (Privacy Center: https://privacy.yahoo.co.jp).

5.2.3 Details and Statistics of Datasets

Table 1 lists three items in an activity history log: the timestamp at access (timestamp), hash value of user id (identifier), and package name of the application (application name).

<table>
<thead>
<tr>
<th>Item name</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp</td>
<td>Timestamp when the application was started</td>
<td>1496740589</td>
</tr>
<tr>
<td>Identifier</td>
<td>Hash value of user id</td>
<td>-</td>
</tr>
<tr>
<td>Application name</td>
<td>Package name of smartphone-application</td>
<td>com.android.chrome</td>
</tr>
</tbody>
</table>

We collected 11.2 GB of smartphone logs of 100,000 users between February 1 and 29, 2020. The data included 170,239,146 activities and 21,056 package names of the applications (in Table 2).
Table 2. Our experimental data

<table>
<thead>
<tr>
<th>Data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target application</td>
<td>Yahoo! JAPAN Smartphone Security</td>
</tr>
<tr>
<td>Data Size</td>
<td>11.2 GB</td>
</tr>
<tr>
<td>Target period</td>
<td>February 2020</td>
</tr>
<tr>
<td>Number of users</td>
<td>100,000</td>
</tr>
<tr>
<td>Number of activities</td>
<td>170,239,146</td>
</tr>
<tr>
<td>Number of application names</td>
<td>21,056</td>
</tr>
</tbody>
</table>

Figure 4 shows a histogram of the user-activity numbers. Most users performed fewer than 100,000 activities. As the number of activities increased, the number of people decreased, but some users performed more than 100,000 activities. Figure 5 shows a histogram of the numbers of applications operated by each user. The figure indicates that many users used fewer than 30 applications. Note that the Y-axis in Figure 4 and Figure 5 are expressed logarithmically. Figure 6 shows a histogram of timestamps and their frequencies. Users were most active at lunchtime and in the evening, whereas they were less active from midnight to the early morning hours.

Figure 5. Histogram of applications

Figure 6. Histogram of timestamps

We consider the data in Figure 6 as clearly representing user lifestyles because there are numerous activities in the morning and during lunch breaks but only a few late at night and in the early morning. The data shown in Table 2, Figure 4, Figure 5, and Figure 6 indicate that the numbers of activities and applications and that of the usage timestamps are sufficiently dispersed with respect to the number of users. Based on these observations, we determined that these data could be used as a modality of biometrics for verifying user identities.

5.3 Feature Extraction

We classified users according to the names of the applications that they had used so far and the time frames during which they had been using those applications. The purpose of this operation was to extract lifestyle features for authentication use by identifying whether they were continuously categorized into the same class. The application-usage histories include the package names of applications and the timestamps at which users ran the applications. These types of information were extracted from the history datasets and separately converted into each feature. An example of executing the feature-extraction procedure is shown in Figure 7.

In Step 1, we extracted a list of the user’s past smartphone-application activities by specifying a certain period (e.g., between 11/1 and 11/2). To equalize the number of elements when carrying out m-classification, we narrowed down the applications before creating templates and test data from the time series data. Thus, we omitted “popular” applications which were ranked as the top 20 frequently-used ones in all logs because they were too common to employ for identifying users.

In Step 2, a feature was created for each user in the form of an array based on the application name and timestamps from the template and test data. We examined the following three patterns shown in Figure 7:
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Figure 7. Example of executing feature-extraction procedure

1) **Application only pattern.** In this pattern, an application is used as a feature. This feature indicates the application usage of target applications and is represented by a one-dimensional array of length equal to the number of target applications. For example, in the case of four target applications (A: using, B: not using, C: using, D: using), the feature is represented as \([1, 0, 1, 1]\).

2) **Timestamp only pattern.** Application timestamps are used as a feature in this pattern. For example, since users often use their smartphones at night, the launches of all applications are counted for each user every hour then summarized in the form of a \(24 \times 1\) array, in which the values are arranged from 00:00 to 23:00.

3) **Application and timestamp pattern.** Using a combination of applications and timestamps, habits such as checking a weather application every morning can be used as features. In this case, the number of launches for each application, each hour, and each user are counted and summarized in the form of a \(24 \times 1\) array, in which the values are arranged from 00:00 to 23:00.

5.4 **Experiment 1: Calculating SMR, OSR, and ECR**

We analyzed the SMR, OSR, and ECR for the aforementioned three patterns depending on the feature used, (a) application only, (b) timestamp only, or (c) application and timestamp, as mentioned in Section 5.3. At the time of feature-extraction, we selected the top 20 frequently-used applications from among all our experimental data. For (c), to reduce the dimensions, the number of applications was limited to the top 10 and the timestamp feature was set to 12 dimensions by dividing 24 hours into 2-hour increments. Each result is shown in Figure 8.

The X-axis in each figure represents the number of classes when K-means is applied and the Y-axis represents the SMR and OSR. The coordinates denoted by the intersection of the SMR and OSR lines represents the ECR. The results are shown from day-1 to day-5. The optimal number of classes on day-1 is 13 in (a), 7 in (b), and 8 in (c) after the X coordinate of the ECR was rounded off.

5.5 **Experiment 2: Multi-modal Authentication**

We developed a multi-modal authentication system using our proposed approach and evaluated its performance. We used three optimized classes for classification unit as shown in Section 5.4. We used majority vote rule for fused decision on the fusion unit as proposed in [12]. We compared our proposed algorithm with the following algorithms regarding the aforementioned patterns:

(a) Proposed: uses our proposed optimization algorithm for calculation in Experiment 1.

(b) Baseline: optimizes the number of classes with the FAR, FRR, and EER.

The traditional FAR, FRR, and EER metrics are used to evaluate the performance of our multi-modal authentication system. The procedure for calculating these metrics are shown as follows.

5.5.1 **Calculation of FRR and FAR**

We calculated the performance metrics of the FRR and FAR to evaluate the performance and feasibility values from a security perspective because these measures have traditionally been used for evaluating biometric authentication systems.

We first calculated the user’s score function \(c(k)\), after which we determined whether the user is regarded as legitimate. The \(k\)th feature was included in the \(K\) features obtained from all users during the specified time period. To accomplish this, we defined the threshold \(\alpha\) as the rate of users that were accurately estimated to be legitimate.

Next, we defined \(\delta^{(k)}\) as the indicator and specified that a user is accurately identified:

\[
\delta^{(k)} = \begin{cases} 
1 & \text{if } c(k) \geq \alpha \\
0 & \text{otherwise}.
\end{cases}
\]  

Using the above relationship, the FRR of the developed system \(FRR\) is represented as

\[
FRR = 1 - \sum_{k=1}^{K} \delta^{(k)} K_r,
\]  

where \(K_r\) is the number of correct classes.
where \( K_r \) is the number of authentication attempts triggered by user activities.

Similarly, we obtained the FAR of the proposed algorithm, \( FAR \), as follows:

\[
FAR = \frac{1}{\delta} \sum_{k=1}^{K_a} \delta^{(k)} K_a,
\]

where \( K_a \) is the number of authentication attempts triggered by user activities.

5.5.2 Results

The results are shown in Figure 9. Figure 9(a), and Figure 9(b) respectively show the results of the proposed algorithm and Baseline. The X-axis in each figure in Figure 9(a) represents the threshold value of multi-modal authentication that indicates the number of authentication modalities. The Y-axis represents the FAR and FRR, and the coordinate of the indicated intersection of the two lines represents the EER. Note that it is widely known that a smaller Y-coordinate for an EER point indicates a better authentication system.

Therefore, from a comparison of the results shown in Figure 9(a), and Figure 9(b), our proposed algorithm (shown in Figure 9(a)) obtained the best results with an EER of 0.31. Hence, the value of the X-coordinates at the EER point should be adopted as a threshold for judging whether the user is regarded as valid. In Figure 9(a), this is rounded up to 2. We believe that this value is correct and matches our intuition.

The results of the three patterns were also plotted on the receiver operating characteristic (ROC) curve shown in Figure 9(c). As the curve shows better results as it gets closer to the origin, we also confirmed that our proposed algorithm is superior to the others.

6 Discussion and Future Work

6.1 Security Consideration

We described impersonation attacks in Section 2.2. Here, we discuss how users can be protected against these attacks by our proposed approach.
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6.1 Non-targeted Impersonation Attack

An adversary can obtain the information about smartphone-application usage from some statistics that are publicly available (e.g., Google Play Store). However, we consider that the probability of success of this attack is very low because the total number of applications is extremely large, over 3.6 million applications are released at Google Play Store until 2017 [13], so the number of combinations of applications is enormous, and because the number of combinations is sufficiently larger than that for passwords and PINs which have short characters.

6.1.2 Targeted Impersonation Attack

An adversary may be able to infer a set of smartphone applications that a user uses from their nationality because the popularity of applications depends on each country. The adversary may also be able to narrow down the user's smartphone-application usage from their friend list and activities posted at social media if the adversary can browse them. Behavior authentication using user activities including our smartphone-based algorithms has a potential problem against this type of attack. For this reason, we adopt a multi-modal approach for behavior authentication. Even if some behavioral features of an attack match with those managed in one modality, the attack cannot succeed the overall system invalidly because each modality uses different behavioral features. Thus, we consider that our proposed approach is resilient to such attack.

6.2 Feature Engineering

We used three features patterns in our experiments, (a) application only, (b) timestamp only, and (c) application and timestamp, as described in Section 5.3. From the results in Figure 8(a), we see that both SMR and OSR have small values and that they intersect at about 0.1. Therefore, we confirmed that with the proposed algorithm, we obtained well-balanced classes in which user activities were well classified in an identifiable fashion. In contrast, Figure 8(b) and Figure 8(c), which contain time elements, have large values. This is because the timezone feature consists of limited variations (from 00:00 to 23:00), so different users will often show similarities. In Figure 8(c), the lines are not smooth, which we believe is because the curse of dimensionality occurs due to the relatively high dimension of the feature vectors. Although this paper focused on optimizing the number of classes, we expect that our proposed method improve in performance from these data if we improve the method used for extracting features, such as by reducing their dimensions. This is a topic for future work.

6.3 Low Computational Complexity

Behavioral authentication using data based on machine learning is extremely useful because it can achieve highly accurate authentication compared to simple template matching. However, for some consumer services, the number of users can easily exceed 100,000,000, resulting in a vast amount of data and requiring massive amounts of calculation. Since the situations of users and the services provided can also change daily, it is not sufficient to create the template just once, so daily updates are essential. Therefore, we examined the computational complexity required to optimize the number of classes.

We began by comparing our proposed method with the computational complexity for the Baseline pattern. Optimization was done using the steps introduced in Figure 10. For the FAR calculated with Baseline, the number of false acceptances calculated by the number of other increases as $O(n^2)$, so it is often calculated by sampling users. In this experiment, we compared two patterns: calculating the FAR from all combinations and calculating with respect to two other sampled users for each user. To simplify the comparison, the number of calculation steps was used as the measure of calculation amount. We assumed that the number of users was 100,000 and the optimal number of classes was between 2 and 20.
Existing machine learning schemes typically have four pre-testing phases as shown in Figure 10(a): (1) extracting features from original data; (2) developing a template for a specific number of classes; (3) pre-testing the template to obtain a FAR and a FRR, and then repeating the above phases 2 and 3 for each of the candidate numbers of classes; and 4) adopting the number of classes that results in the best EER. Since these phases generally require increasing computational complexity as the number of users grown, the scheme’s efficiency is an important issue when using real behavioral data for authentication.

6.4 Optimization of Entire Multi-modal Authentication

The proposed method is based on the idea that multi-modal authentication can be improved by optimizing each modality. The experimental results indicate that this way of thinking can provide better results than with previous methods. Although the proposed method is better than those we compared in this study, it could be better because we did not consider correlations between modalities. Therefore, optimizing the overall system as well as each modality may enable us to obtain better results. We consider this to be the next step towards improving accuracy.

6.5 Effectiveness with Multiple-datasets

In this paper, we focused on smartphone usage logs, so we used only one dataset. We extracted multiple features from one dataset and confirmed that our proposed method can be applied to each feature. To further confirm the effectiveness of our proposed method, it is better for us to experiment with other datasets and obtain more reliable results. We consider this to be a next step in our proposal.

7 Related Work

7.1 Physiological Authentication

Physiological biometric authentication mechanisms, which are based on human physical characteristics that are assumed to be relatively unchanging such as fingerprints [14], face [15], iris [16]. Since such human body features are unique, these physiological biometrics can provide higher overall authentication accuracy than behavioral biometrics. However, such physiological authentication usually requires additional hardware. Previous studies on physiological biometrics used the FAR and FRR as metrics for evaluating their user-verification methods whereas we focused on proposing an effective classification method using specific metrics for behavioral authentication.

7.2 Behavioral Authentication

In previous behavioral authentication studies, behavioral traits including user activities and movements were continuously collected and used for user authentication (continuous authentication) [4, 17-23]. The authentication mechanisms in these studies included voice [24], walking gait [25], key strokes [26], touchscreen use [27]. Our work in this paper does not specialize such a continuous approach for authentication and rather specifically focused on developing the algorithm of gaining higher performance for multi-modal behavioral authentication systems instead of proposing the overall system.

![Figure 10. Scheme for determining the number of clusters (k: number of clusters)](image)

Figure 10 shows that our proposed method overwhelmingly reduced the number of required calculation steps by omitting the pre-testing phase compared with the other methods. Accordingly, we are convinced that extraordinary benefits can be obtained by assuming its realistic deployment.

![Figure 11. Results of number of calculation steps (Y-axis is log scale)](image)
In one such study, Neal et al. [18] proposed an authentication mechanism using behavioral biometric traits such as application, Bluetooth, Wi-Fi, and mobile device usage. They obtained user identification rates averaging 80, 77, 93, and 85%, respectively.

### 7.3 Authentication Using Smartphone-applications

Other studies proposed behavioral authentication mechanisms for smartphone users using a data mining method [21-22, 28-29]. However, these mechanisms have the following two problems. (1) They rely on user data that must be carefully handled from a privacy viewpoint (e.g., location data), and (2) users have their own preferences regarding the types of behavioral data they are willing to allow use for authentication, even though service providers often require them to use specific mechanisms and data. Therefore, we should ideally examine possibilities that cover a broad range of potential behavioral data.

Tang et al. [21] collected application histories and GPS data and used them to carry out experiments that they claimed clearly reflected user habits. However, their experiment involved only ten participants and the authentication accuracy was as low as 0.7. Kobayashi et al. [28] used Wi-Fi information captured by smartphone sensors to conduct an authentication experiment involving 100 participants and achieved an accuracy of 0.932. This result is better than Tang et al.’s, but lower than can be achieved with biometrics such as fingerprints.

### 7.4 Contextual Device Information

A number of studies examined user-authentication mechanisms using information gathered from wearable devices. For example, Susuki et al. [30] proposed a cost-effective user model for a behavioral authentication system that obtains activity information from a wearable device. Using the daily and hourly features of human activity information, they conducted an experiment involving 70 participants. Their resulting model achieved an accuracy rate of 89.28%.

### 7.5 Authentication Using User Activities

Authentication methods using content posted on social media rather than information obtained from sensors have also been investigated. For example, Sultana et al. [31] argued that social interactions can be used to identify individuals’ unique behavioral patterns. Specifically, they analyzed online social content provided by 241 Twitter users and concluded that social-behavioral biometric features have properties such as uniqueness, stability, and recognition accuracy for a set of frequent and non-frequent online social networking users.

Dandapat et al. [19] developed a dynamic authentication system that mines a user’s daily activities to extract passwords. Although all these studies are related to ours in that they attempted to extract user characteristics and features from their behavioral traits, they were all small-scale studies.

Previous studies on behavioral authentication also adopted the FRR and FAR for evaluating their verification methods in the same way as physiological authentication. However, we proposed metrics for classifying in a machine learning approach for behavioral authentication.

### 7.6 Machine Learning for Authentication

Cluster-based machine learning has been shown to be effective for achieving high authentication accuracy. Specifically, there are two approaches to machine learning clustering: binary and multiclass classification. With binary classification approaches, such as those that use support vector machines (SVMs) [6], Binary classification approaches include support vector machines (SVMs) [6], which builds an authentication model for a specific user that assigns new example data to one category or another to identify the user. With multiclass classification methods, clusters for a number of users are developed to classify user behavioral data into one specific user identity. There are existing studies applying multiclass classification methods for physiological authentication though few studies for behavioral authentication. Other multiclass classification approaches include unsupervised learning algorithms such as K-means [32], Gaussian mixture model [33], and the auto associative neural network [34].

### 8 Conclusion

We proposed an effective classification algorithm for machine learning and metrics, SSR, SMR, OSR, OMR, and ECR, for use with the proposed algorithm for validating classification of behavioral datasets. We evaluated the proposed algorithm from our experiments on behavioral authentication using almost 170,000,000 activities from 100,000 users from our production Android applications along with user consent after obtaining appropriate ethical approval and analyzed performance measures such as the FAR, FRR, and EER. The results indicate that our proposed algorithm achieved higher performance than that for existing algorithms. To evaluate the feasibility of the proposed algorithm, we used large-scale activity logs that are stored when users use real smartphone-applications. We collected almost 170,000,000 activities from 100,000 users as experimental data from our production Android application.

We analyzed various performance measures such as authentication accuracy, FRR, FAR, and EER in relation to our multi-modal behavioral authentication and compared the results with previous algorithms.
The results indicate that the best pattern of our proposed algorithm had an EER of 0.31 and reduced computational complexity, confirming our algorithm’s effectiveness.

These are significant results in the area of multi-class behavioral authentication. To obtain further performance improvements, our observations indicate further research directions as follows: (1) the need to update the feature-extraction algorithm by considering dimension reduction for more accurate classification, and (2) for multi-class authentication, the need to consider not only optimization of each modality but also the correlations for each modality to optimize the entire multi-modal authentication system.
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