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#### Abstract

Distance perception is the basis and necessary prerequisite of environment perception, attitude perception and obstacle avoidance for both intelligent vehicle and unmanned vehicle. Passive ranging is a critical part of machine vision measurement. Most passive ranging methods based on machine vision apply binocular technology that needs strict hardware conditions and lacks universality. Therefore, the monocular vision ranging method is one of the mainstream distance sensing methods at present. In order to improve the accuracy of monocular vision ranging, a monocular vision ranging method based on pixel area and aspect ratio is proposed. Subsequently, this method improves the stability of real-time target detection by introducing Kalman filter processing. Experimental results display that that ranging used by this method has higher accuracy. The mean relative error of the depth measurement is $5 \%$ when it is $3-10 \mathrm{~m}$. After introducing Kalman filter, the stability of real-time ranging processing is improved by $25.21 \%$. In this paper, the ROS smart car with real-time target tracking is also realized by the method based on the combination of SIFT-KCF target detection and tracking and monocular ranging.
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## 1 Introduction

From December 2019, the outbreak of the "COVID19 " greatly affected the daily lives of people in various countries. In order to effectively control the spread of the epidemic, Chinese government requires residents to stay at home, so as to reduce the flow of people, requires companies to push their late return to work date, and requires schools to postpone the start date of school. The government's effective measures have largely controlled the development of the epidemic. In
order to reduce personnel contact during the epidemic prevention period, a number of remote/automatically controlled mobile devices appeared, such as robots delivering meals and drones for shouting [1]. These devices not only facilitate people's lives, but also play a certain role in terms of controlling the epidemic. In order to realize the above applications, the development and application of image processing, mobile network [2] and mobile edge computing [3-6] technology are very important.

In order to ensure stability and effectively control and avoid equipment damage, the above-mentioned equipment needs to be equipped with corresponding ranging equipment. The data obtained by the machine through the distance sensor is converted into corresponding control commands, and then a series of control commands based on distance are completed. There are many options in ranging methods:

Ultrasonic distance measurement [7] includes the earliest application and the most mature technology. Its working principle is relatively simple and has a good ranging effect within a certain distance. Ultrasonic distance measurement is based on the principle that ultrasonic waves could be reflected when they encounter obstacles during propagation.

Microwave radar [8] has the characteristics of small size, long measuring distance, high precision and high reliability. Microwave radar can detect multiple targets at the same time, and the radar range is less affected by climatic conditions. The target can be found in time under severe conditions, so as to ensure control safety.

Laser ranging [9] is relatively simple in principle. Its working principle is similar to that of microwave radar ranging. There are two ranging methods, namely continuous wave and pulse wave. The advantages of laser ranging are short measurement time, high range and good accuracy.

Infrared ranging [10] applies infrared to carry out ranging. It is mainly suitable for dark night or low visibility environment. Infrared ranging has various

[^0]advantages, including small size, light weight, low power consumption and safety.

Visual ranging has a wide range of application scenarios [11-13]. The computer processes, analyzes and calculates the video or images that are collected by the camera monitoring. Then the computer uses the established mathematical model to calculate the distance. Compared with several algorithms introduced above, the biggest feature of visual ranging refers to passive ranging that does not need to transmit any signal or receive signal to the measured object. Visual ranging only needs to shoot a video or picture that contains the desired target, so as to measure the distance of the target as required.

According to the number of visual imaging equipment used, visual ranging methods [14] can be divided into monocular vision ranging methods, binocular vision ranging methods (stereoscopic vision) [15] and multi-eye vision ranging methods (omnidirectional vision) [16]. Due to the actual factors such as installation platform, venue and price, the actual application ratio of monocular vision is far greater than that of binocular and multi-eye ranging. The monocular vision ranging method is to apply only one visual imaging device to collect images, and to measure the geometric size of the target, the position and posture of the target in space, and other information. This paper mainly studies how to solve the problem of multi-angle real-time ranging based on specific targets and under the condition of monocular vision in the field of computer vision.

In order to realize the intelligent target tracking smart car system, aiming at the problems in the tracking process, this thesis proposes a multi-angle adaptive KFPA monocular ranging algorithm. The main contributions of this article are as follows:
(1) Proposing a target detection and tracking algorithm based on SIFT-KCF to achieve effective target detection and tracking.
(2) Due to the different target images at different angles, this paper proposes a monocular ranging method on the basis of the target aspect ratio.
(3) Different from relying solely on width or height, the pixel area is introduced as the basis of judgment, so as to improve the overall anti-interference stability.
(4) On the basis of the above, Kalman filter is adopted to improve the stability of real-time moving target ranging.

The rest of this article is structured as follows. The related work in this field is introduced in Section 2, and the real-time ranging processing method is introduced in Section 3. In Section 4, the parameters and architecture of the experimental platform are introduced, while Section 5 analyzes the experimental data and outlines our future work.

## 2 Related Work

In recent years, with the improvement of hardware performance and the diversity of people's needs [1718], Ranging technology is widely used in applications such as autonomous driving and drones. This article introduces ranging related work from two aspects: Ranging method based on multiple sensors and Ranging method based on monocular vision.

### 2.1 Ranging Method Based on Multiple Sensors

Recently, smart cars and drones have a large number of sensors, so the method of multi-sensor data fusion is widely applied. In order to improve the measurement accuracy of the binocular vision sensor in the target tracking process, Wang et al. [19] proposed a method for auxiliary correction with a laser ranging sensor. In order to solve the problem that the traditional pedestrian recognition and ranging effect is not ideal, the literature puts forward a monocular vision night pedestrian recognition and fast ranging method that is suitable for infrared auxiliary night vision images. The fusion of inertial measurement unit (IMU) sensors [20], ultrasonic sensors [21], microwave sensors [22] and cameras are used in devices, including smart cars and drones.

### 2.2 Ranging Method Based on Monocular Vision

Compared with the additional sensor method, the monocular ranging is simple, the amount of calculation is small, the cost is low and the real-time performance is better.

In recent years, many achievements have been made in the research of monocular vision ranging methods at home and abroad [23-26], and they are mainly divided into fitting modeling method, inverse perspective transformation method, imaging geometric relationship method and optical projection characteristic method. Xu et al. [27] came up with a feature transformation matching algorithm to estimate the attitude angle of the tank, thus using the matched template and target image to simulate stereo vision. This method transforms the monocular distance measurement into a binocular vision plane distance measurement method, but requires a large number of attitude angle matching templates. Poor template matching could cause large ranging errors and consume a lot of matching time.

Han et al. [28] proposed a monocular vision vehicle ranging method based on vehicle width and length estimation, and comprehensively considered two ranging environments, structured roads and unstructured roads. The literature adopts Kalman filter algorithm to reduce the ranging error caused by the change of the vehicle pitch angle. However, this method has a large error in the estimation of the
vehicle width and length of the non-front target, and it does not model and analyze the mechanism of the pitch angle change. It only reduces the estimation error of the vehicle width and length in the tracking process. Bao et al. [29] proposed a monocular vision vehicle ranging method based on the linear relationship between the average length of the vehicle width and the actual distance of the detected vehicle. However, it does not take the attitude angle changes during the movement of the car into account, and the average vehicle width obtained by statistics can only guarantee the average ranging accuracy. It has a large ranging error for a single vehicle target.

## 3 Methodology

The method mentioned in this paper is mainly composed of three parts: real-time target detection based on SIFT and KCF, ranging method based on target aspect ratio and real-time measurement based on Kalman filter.

### 3.1 Real-time Target Detection Based on SIFT and KCF

This paper proposes a target detection and tracking processing method that combines SIFT and KCF to provide effective support for subsequent ranging. The algorithm 1 is as follows:

Firstly, the feature points of the input video sequence and target image are extracted by SIFT algorithm. Secondly, the target feature points and video image feature points are matched by klann to realize the target framing. Finally, the KCF algorithm is utilized to track the target. In the process of tracking, the algorithm detects the effectiveness of tracking. If the APCE [30] is greater than the threshold value $t f$, it means that the tracking is accurate. Continuing to run the KCF tracking algorithm. If APCE is less than the threshold $t f$, it marks that the target is lost. Restart SIFT algorithm to frame the target.

$$
\begin{equation*}
A P C E=\frac{\left|F_{\max }-F_{\min }\right|}{\operatorname{mean}\left(\sum_{w, h}\left(F_{w, h}-F_{\min }\right)^{2}\right)} \tag{1}
\end{equation*}
$$

In the formula: $F_{\max }, F_{\min }, F_{v, h}$ respectively represent the maximum, minimum and ( $w, h$ ) response values in the response graph.

[^1]1. if frame $==1$ then

$$
\begin{aligned}
& \text { target } \left._{k p}=\text { sift }^{\text {image }}{ }_{\text {target }}\right) \\
& \text { video }_{k p}=\operatorname{sift}\left(\text { video }_{\text {frame }}\right) \\
& \text { pos }_{\text {frame }}=\text { FLANN }\left(\text { target }_{k p}, \text { video }_{k p}\right) \\
& K C F_{\text {start }}\left(\text { pos }_{\text {frame }}\right) \\
& \text { else } \\
& \text { while video } \text { frame }>1 \text { do } \\
& \text { 8. if pos frame }==\text { null then } \\
& \text { 9. } \quad \text { target }_{k p}=\text { sift }\left(\text { image }_{\text {target }}\right) \\
& \text { 10. } \text { video }_{k p}=\operatorname{sift}\left(\text { video }_{\text {frame }}\right) \\
& \text { 11. } \operatorname{pos}_{\text {frame }}=F L A N N\left(\text { target }_{k p}, \text { video }_{k p}\right) \\
& \text { 12. } K C F_{\text {start }} \text { (pos frame) }
\end{aligned}
$$

13. else
14. $\quad A P C E=\frac{\left|F_{\max }-F_{\min }\right|}{\operatorname{mean}\left(\sum_{w, h}\left(F_{w, h}-F_{\min }\right)^{2}\right)}$
if $A P C E>$ tf then
$\operatorname{pos}_{\text {frame }+1}=K C F_{\text {next }}\left(\right.$ pos $\left._{\text {frame }}\right)$
else
pos $=$ null
end if
end if
end while
end if

The APCE value indicates the relationship between the peak value of the response graph and the response value of each point. A large number of experiments showed that the KCF tracking response graph fluctuates when the tracking is blocked, blurred, or lost in a complex environment. The fluctuation analysis of the response graph can measure the target environment and tracking performance, indicating that the calculation of the APCE value of the current frame can reflect the confidence of the tracking result to a certain extent, and determine the tracking situation of the target.

### 3.2 The Kalman Filter Algorithm

Kalman filtering is a linear filtering method that could minimize the mean square error. It uses an iterative method to predict and update the target state based on the observation equation and the target state transition equation.

After detecting and marking the target, this paper introduces the Kalman filter prediction algorithm. According to the target detection rectangle aspect ratio and the distance detection model of the pixel area, the prediction information of the target in the next frame is established. Therefore, when the target angle changes and the distance changes, continuous and stable realtime ranging can be established based on the prediction information. The state transition equation and the
observation equation are the basis of Kalman filtering. The formulas are as follows:

$$
\begin{gather*}
x_{k}=A * x_{k-1}+w_{k-1}  \tag{2}\\
z_{k}=H * x_{k}+v_{k} \tag{3}
\end{gather*}
$$

Among them, $z_{k}$ represents the observation state of the system at time $k$, and $x_{k}$ and $x_{k-1}$ correspond to the state of the system at time $k$ and $k-1 . A$ refers to the state transition matrix, corresponding to the movement mode of the target. $H$ is the observation matrix, corresponding to the relationship between the internal state and the observation value. $v_{k}$ corresponds to the measurement noise, obeys the normal distribution, and its covariance is $R$. w corresponds to the system noise, which also satisfies the normal distribution, and its covariance is $Q$. The prediction and update equations are as follows:

$$
\begin{gather*}
\hat{x}_{k \mid k-1}=A_{k \mid k-1} \hat{x}_{k-1}  \tag{4}\\
P_{k \mid k-1}=A_{k \mid k-1} P_{k-1} A_{k \mid k-1}^{T} A_{k \mid k-1}^{T}+Q_{k-1}  \tag{5}\\
K_{k}=\frac{P_{k \mid k-1} H_{k}^{T}}{H_{k} P_{k \mid k-1} H_{k}^{T}+R_{k}}  \tag{6}\\
x_{k \mid k}=\hat{x}_{k \mid k-1}+K_{k}\left(z_{k}-H_{k} x_{k \mid k-1}\right)  \tag{7}\\
P_{k \mid k}=P_{k \mid k-1}-K_{k} H_{k} P_{k \mid k-1} \tag{8}
\end{gather*}
$$

Among them, formula (4) marks the state prediction equation, $\hat{x}_{k-1}$ corresponds to the optimal estimated state at $k-1$, and $\hat{x}_{k k-1}$ is the predicted state based on the optimal estimation. Equation (5) stands for the prediction method of error covariance, $P_{k-1}$ corresponds to the updated error covariance matrix at $k-1$, and $P_{k \mid k-1}$ refers to the predicted value of error covariance. Equation (6) marks the Kalman gain calculation method, and $K_{k}$ corresponds to the Kalman gain value at time $k$ that is used to subsequently optimize the target state prediction value and the error covariance prediction value. Equation (7) represents the target state optimization method, and $x_{k \mid k}$ corresponds to the optimal predicted value at time $k$. Equation (8) means the optimization method of error covariance, and $P_{k \mid k}$ corresponds to the optimal estimated value at time $k$.

In general, the movement of the same target among adjacent frames can be approximated as a uniform linear movement. Then the target width $W$, height $H$,
speed $V$ and interval time $\Delta t$ have the following relationship:

$$
\begin{gather*}
W_{k}=W_{k-1}+\Delta t * V_{W \mid k-1}  \tag{9}\\
H_{k}=H_{k-1}+\Delta t * V_{H \mid k-1}  \tag{10}\\
V_{W \mid k}=V_{W \mid k-1}  \tag{11}\\
V_{H \mid k}=V_{H \mid k-1} \tag{12}
\end{gather*}
$$

The state vector $x$ needs to record speed and size information, which can be expressed as:

$$
\begin{equation*}
x=\left(W_{K}, H_{K}, V_{W \mid k}, V_{H \mid k}\right)^{T} \tag{13}
\end{equation*}
$$

Among them, $W_{k}$ and $H_{k}$ are the width and height of the target, $V_{W \mid k}$ and $V_{H \mid k}$ mark the components of the target's speed in width and height. Combined with the above relational equation, $\Delta t$ is the unit time, and the state transition matrix can be expressed as follows:

$$
A=\left(\begin{array}{cccc}
1 & 0 & \Delta t & 0  \tag{14}\\
0 & 1 & 0 & \Delta t \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Since the position and size in the state vector can be directly used as the value in the observation vector, the observation matrix is expressed as follows:

$$
H=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{15}\\
0 & 1 & 0 & 0
\end{array}\right)
$$

The corresponding values of the system noise covariance matrix $Q$ and the observation noise covariance matrix $R$ are as follows:

$$
\begin{gather*}
Q=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)  \tag{16}\\
R=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \tag{17}
\end{gather*}
$$

In the initialization phase of the Kalman filter, the position and area of the target can be obtained during the target detection process. Initially setting the target's velocity change rate to 0 . When considering the large randomness caused by initialization, the initial covariance matrix is assigned as follows:

$$
P=\left(\begin{array}{cccc}
100 & 0 & 0 & 0  \tag{18}\\
0 & 100 & 0 & 0 \\
0 & 0 & 100 & 0 \\
0 & 0 & 0 & 100
\end{array}\right)
$$

After the Kalman filter is initialized, the state of the target can be predicted and optimally estimated in an iterative process based on the subsequent target detection information. This iterative process corresponds to the target tracking process.

### 3.3 Establishment of Monocular Vision Ranging Model

### 3.3.1 Ranging Principle

also called the pinhole imaging model. The model assumes that the reflected or emitted light from the surface of the object is projected onto the image plane through a "pinhole" that is called the optical center $C$ and the projection center. As shown in Figure 1, the schematic diagram of the principle of the small hole imaging model is the imaging principle diagram of the central perspective projection model. The pinhole imaging model is mainly composed of optical center, imaging plane and optical axis. Among them, the image distance $v$ from the optical center to the image plane is called the focal length $f$, and the object distance $u$ is equal to the distance from the optical center to the object.

The central perspective projection imaging model is


Figure 1. Principle of monocular ranging

According to the imaging process of the central perspective projection model, the distance $X$ from the target to the optical axis and the distance $x$ from the image plane to the optical axis satisfy the linear relationship of similar triangles in geometric optics, as displayed in formula (19):

$$
\begin{equation*}
\frac{X}{u}=\frac{x}{f} \tag{19}
\end{equation*}
$$

### 3.3.2 Coordinate System Conversion

Projection in the three-dimensional world coordinates to the pixel value of the two-dimensional gray matrix with the cooperative symbol fixed by the geometric dimension. The most common phenomenon is the pinhole camera model. The conversion process is illustrated in Figure 2 below.

Both the world point and the camera are in a threedimensional coordinate system, and only a proper rotation and translation are required to convert specific virtual world coordinates to camera-centric camera coordinates. The world coordinate of any point $P$ is $\left(X_{w}, Y_{w}, Z_{w}\right)$. The conversion from the world coordinate system to the camera coordinate system involves rotation and translation. The conversion is realized by the rotation of matrix $R$ and the transformation of matrix $T$.


Figure 2. Coordinate system transformation flow chart

$$
\left[\begin{array}{c}
X_{c}  \tag{20}\\
Y_{c} \\
Z_{c}
\end{array}\right]=R\left[\begin{array}{c}
X_{w} \\
Y_{w} \\
Z_{w}
\end{array}\right]+T
$$

From the camera coordinate system to the image coordinate system that belongs to the perspective projection relationship, when converting from 3D to 2D. As illustrated in formula (21).

$$
Z_{c}\left[\begin{array}{c}
x  \tag{21}\\
y \\
1
\end{array}\right]=\left[\begin{array}{cccc}
f_{x} & 0 & 0 & 0 \\
0 & f_{y} & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
X_{c} \\
Y_{c} \\
Z_{c} \\
1
\end{array}\right]
$$

Both pixel coordinate system and image coordinate
system are on the imaging plane, while their origin and measurement units are different. The origin of the image coordinate system is the intersection of the camera optical axis and the imaging plane, which is usually the principal point of the imaging plane. The unit of image coordinate system is millimeter, and belongs to physical unit, and the unit of pixel coordinate system is pixel. Therefore, the conversion between the two is demonstrated in formula (22), where $d x$ and $d y$ represent the number of millimeters each column and row represents. The pixel coordinate origin is $\left(u_{0}, v_{0}\right)$, and the image coordinate of the arbitrary coordinates $(u, v)$.

$$
\left[\begin{array}{l}
u  \tag{2}\\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{d x} & 0 & 0 \\
0 & \frac{1}{d y} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]
$$

In summary, the relationship between the conversion of the world coordinate system and the pixel coordinate system is displayed in formula (23).

$$
Z_{c}\left[\begin{array}{l}
u  \tag{23}\\
v \\
1
\end{array}\right]=\left[\begin{array}{cccc}
f_{x} & 0 & u_{0} & 0 \\
0 & f_{y} & v_{0} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{cc}
R & T \\
0^{T} & 1
\end{array}\right]\left[\begin{array}{c}
X_{w} \\
Y_{w} \\
Z_{w} \\
1
\end{array}\right]
$$

### 3.3.3 KFPA Monocular Ranging Method

When the distance is determined, the pixel area of the larger object in the picture is relatively large. For the same target, a longer distance refers to that the pixel of the object is smaller. Therefore, for a fixed target, the distance is inversely proportional to the pixel size of the object in the image. Based on the pinhole imaging model, it is proposed to introduce the pixel area as the basis of ranging, so as to improve the stability of ranging.

On the contrary, after the target detection step, the target detection result $(x, y)$ is obtained, where $x$ is the pixel width of target detection, and $y$ represents the pixel height of target detection. $X$ stands for the actual width of the target, and $Y$ marks the actual height of the target. $f_{x}$ indicates the focal length of the camera in the $x$ direction, and $f_{y}$ indicates the focal length of the camera in the $y$ direction. Based on the pinhole imaging model:

$$
\begin{align*}
& x=\frac{X^{*} f_{x}}{u}  \tag{2}\\
& y=\frac{Y^{*} f_{y}}{u} \tag{25}
\end{align*}
$$

The relationship between pixel area and distance is as follows:

$$
\begin{gather*}
s=x y=\frac{f_{x} f_{y} X Y}{u^{2}}  \tag{26}\\
u=\sqrt{\frac{f_{x} f_{y} X Y}{s}} \tag{27}
\end{gather*}
$$

During the experiment, the focal length f often is a fixed value. The actual width and height $(X, Y)$ of the target is also a fixed value using the mean value. After Kalman filter processes, the optimized target width and height $\left(W_{c}, H_{c}\right)$ are output. Based on the relationship between pixel area and distance, this algorithm adds a ranging method on the basis of aspect ratio. Solve the influence of multiple angle changes and improve the applicability. The algorithm 2 is as follows:

```
Algorithm 2. Multi-angle Adaptive KFPA Monocular Ranging Method.
```


## Require:

State vector $x=\left(W_{k}, H_{k}, v_{w}, v_{H}\right)^{T}$
Target actual width and height ( $X, Y$ )
Ratio of width to height $R$

## Ensure:

## Distance $u$

while the program does not stop do

$$
\hat{x}_{k \mid k-1}=\hat{A}_{k \mid k-1} \hat{x}_{k-1}
$$

3. $P_{k \mid k-1}=A_{k \mid k-1} P_{k-1} A_{k \mid k-1}^{T} A_{k \mid k-1}^{T}+Q_{k-1}$
4. $K_{k}=P_{k \mid k-1} H_{k}^{T} / H_{k} P_{k \mid k-1} H_{k}^{T}+R_{k}$
5. $x_{k \mid k}=\hat{x}_{k \mid k-1}+K_{k}\left(z_{k}-H_{k} x_{k \mid k-1}\right)$
6. $\quad P_{k \mid k}=P_{k \mid k-1}-K_{k} H_{k} P_{k \mid k-1}$
7. $W=x_{k \mid k} \cdot W_{k}$
8. $H=x_{k \mid k} \cdot H_{k}$
9. $R_{c}=W / H$
10. if $R_{c}<R-a$ then
11. $H_{c}=H$
12. $W_{c}=H_{c} * R$
13. else if $R_{c}>R+a$ then
14. $W_{c}=W$
15. $H_{c}=W_{C} / R$
else
$W_{c}=W$
16. $H_{c}=H$
17. end if
18. $u=\sqrt{\frac{f_{x} f_{y} X Y}{W_{c} H_{c}}}$
19. end while

Algorithm establishes the corresponding relationship between the area and distance of the target pixel. When the shooting angle changes, the pixel width and height of the front target are deduced by comparing the front aspect ratio $R$ with the actual aspect ratio $R_{c}$. Kalman filter is introduced to deal with tracking fluctuation, which improves the stability of ranging.

## 4 Experimental Platform

The real-time target tracking mobile experimental platform is mainly composed of Cambrian 1H8, raspberry pi 3B, stm-32 and other hardware. The real object of the smart car is listed in Figure 3:


Figure 3. Target tracking smart car architecture

Cambrian 1H8 is regarded as a real-time video capture module. Its core is the integrated Cambrian 1 H 8 , the processor's main frequency can reach 1 GHz , and the power consumption is only 1.2 W . Cambrian 1H8 can be widely applied in the field of computer vision to improve the visual grasping and real-time processing capabilities. In this experiment, the application running on 1 H 8 detects the real-time objects and transmits the data to the Raspberry Pi 3B.

Raspberry Pi 3B is utilized as an industrial computer for smart cars. It is configured with ARMv7, 1GB RAM, SD 16GB and Ubuntu mate system. Robot Operating System (ROS) is installed on Raspberry Pi that receives the target detection data of the upper layer 1H8 through the socket. The data is processed by KFPA algorithm and control algorithm, so as to generate speed data and transmit to STM-32.

STM-32 is applied to directly control the hardware. When STM- 32 receives the angular velocity and linear velocity from the serial port, it adds corresponding voltage to the physical motor, thus realizing the movement of the smart car. And then, the smart car can track the target in real time.

## 5 Experiment

### 5.1 Parameter Calibration

In this verification experiment, first the distance $D$ between the camera and the object with a fixed object is changed, and photos corresponding to different
distances are taken. Subsequently, the data of pixel width and height corresponding to different distances can be obtained by manual labeling. Finally, these data are applied to fit the pixel area and distance curve, and the fitting result of matlab cftool is displayed in Figure 4. Goodness of Fit $R^{2}=0.9999$.


Figure 4. Camera parameter calibration
This is an inverse quadratic function and also verifies that the previous speculation is correct. The equation was tested with another set of data from the same camera, and a better fitting result was obtained. The parameter calibration test object is wide and high $(0.38 \mathrm{~m}, 0.48 \mathrm{~m})$, and the distance measurement formula based on pixel area is as follows:

$$
\begin{equation*}
s=2.398 * 10^{5} * x^{-2} \tag{28}
\end{equation*}
$$

### 5.2 Static Monocular Ranging

### 5.2.1 Fixed Angle Change Distance

The optical axis of the camera is parallel to the
ground and remain still. The actual distance between the experimental human body and the camera is changed. The experimental results of actual distance and calculated distance are exhibited in Table 1.

Table 1. Fixed angle change distance

| Num | Pixel area | Actual distance $(\mathrm{cm})$ | Calculate distance $(\mathrm{cm})$ | Error $(\%)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 32533.53 | 250 | 271.4 | 8.56 |
| 2 | 30854.77 | 275 | 278.7 | 1.35 |
| 3 | 26883.61 | 300 | 298.6 | 0.47 |
| 4 | 20284.81 | 325 | 340.8 | 4.62 |
| 5 | 17884.31 | 350 | 366.1 | 4.60 |
| 6 | 15963.73 | 375 | 387.5 | 3.33 |
| 7 | 15137.45 | 400 | 398.0 | 0.5 |
| 8 | 13006.46 | 425 | 429.3 | 1.01 |
| 9 | 11080.78 | 450 | 465.1 | 3.36 |
| 10 | 10291.51 | 475 | 482.7 | 1.62 |
| 11 | 9760.07 | 500 | 495.6 | 0.88 |
| 12 | 9189.83 | 525 | 510.8 | 2.70 |
| 13 | 7877.28 | 550 | 551.7 | 0.31 |
| 14 | 7159.28 | 575 | 578.7 | 0.64 |
| 15 | 6451.96 | 600 | 609.6 | 1.60 |
| 16 | 6157.56 | 625 | 624.0 | 0.16 |
| 17 | 5807.32 | 650 | 672.5 | 1.15 |
| 18 | 5232.53 | 675 | 700.9 | 0.28 |
| 19 | 4882.89 | 700 | 0.10 |  |

Table 2. Fixed distance change angle

| Num | Angle | Pixel area only | Error (\%) | Area and aspect ratio | Error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 268.4 | 3.23 | 267.9 | 3.04 |
| 2 | 20 | 268.0 | 3.08 | 265.4 | 2.08 |
| 3 | 30 | 266.8 | 2.62 | 260.5 | 0.19 |
| 4 | 40 | 273.1 | 5.04 | 258.1 | 0.73 |
| 5 | 50 | 288.7 | 11.04 | 267.9 | 3.04 |
| 6 | 60 | 306.2 | 17.77 | 270.4 | 4.00 |

Experimental results reveal that when the distance between the camera and the moving object is within the range of 2.5-7 meters, the measurement error is less than $5 \%$. The larger error at 2.5 meter is due to inaccurate target detection. The reason is that the longer the distance, the smaller the target pixel area. When the distance exceeds 10 , the error would increase significantly. This method is suitable for target detection and ranging is within 10 meters.

### 5.2.2 Fixed Distance Change Angle

Keeping the distance between the camera and the target at 2.6 m . The distance calibration is the linear distance D from the camera to the target center. Changing the angle between the optical axis of the camera and the horizontal plane by $10^{\circ}-60^{\circ}$. The experimental results are illustrated in Table 2.

This experiment is based on the frontal perspective of pedestrians, and changing the camera angle $0-60^{\circ}$. Due to the fluctuation of target detection, the
improvement of the ranging effect based on area and aspect ratio is not obvious. However, when the detection angle is relatively large, the pixel area differs greatly from the horizontal viewing angle area, which greatly improves the ranging effect on the basis of area and aspect ratio. It can provide more effective ranging information for Smart car/drone with changing perspectives.

### 5.3 Dynamic Real-time Monocular Ranging

The ranging equipment is ultimately mounted on mobile platforms, including smart cars and drones, because the mobility of the detection target and the carrier platform could affect the accuracy of real-time target detection, and then affect the effect of ranging. Introducing Kalman filter can improve the stability of real-time ranging based on target detection. The dynamic real-time ranging experiment is divided into three groups: the distance between vehicle and target remains unchanged, the distance between vehicle and
target becomes larger, and the distance between vehicle and target becomes smaller.

### 5.3.1 The Distance Between Vehicle and Target Remains Unchanged

Figure 5(a) and Figure 5(b) show the real-time ranging effect when the target and platform are relatively stationary. Subgraph Figure 5(a) displays

(a) Forword $v_{\text {car }} \approx v_{\text {target }}$
that the target and the vehicle are moving forward, and the speed of the vehicle is equal to the speed of the target $v_{\text {car }} \approx v_{\text {target }}$. Subgraph Figure 5(b) exhibits that the target and the vehicle are moving backward, and the speed of the vehicle is equal to the speed of the target $v_{\text {car }} \approx v_{\text {target }}$.

(b) Back off $v_{\text {car }} \approx v_{\text {target }}$

Figure 5. Relative static experiment
When the target and the carrier platform are relatively stationary at the same speed, real-time target detection causes some fluctuations in the ranging. Variance is adopted to evaluate the stability of realtime ranging. In Figure 5(a), the green line represents the average linear change trend of the number of frames and the distance, and is used to calculate the stability of the data before and after filtering. The blue line suggests that the variance of the unfiltered wave is 0.0191 , and the red refers to that the variance of the filtered wave is 0.0116 . The variance after filtering is reduced by $39.27 \%$ than before. After taking the average value of several groups of experiments, the stability increased by $25.47 \%$.

(a) Forword $v_{\text {car }}<v_{\text {target }}$

### 5.3.2 The Distance Between Vehicle and Target Becomes Larger

Figure 6(a) and Figure 6(b) illustrates that the distance between the target and the platform is increasing over time. Subgraph Figure 6(a) demonstrates that the target and the vehicle are moving forward, and the vehicle speed is less than the target speed $v_{\text {car }}<v_{\text {target }}$. Subgraph Figure 6(b) gives information that the target and the vehicle are moving backward, and the vehicle speed is greater than the target speed $v_{\text {car }}>v_{\text {target }}$.

(b) Back off $v_{\text {car }}>v_{\text {target }}$

Figure 6. Distance increase experiment

When the distance between the target and the platform continues to increase over time. Variance is adopted to evaluate the stability of real-time ranging. In Figure 6(a), the blue line indicates that the unfiltered wave has a variance of 0.1440 , and the red line means that the filtered wave has a variance of 0.1179 . The variance after filtering is reduced by $18.12 \%$ compared with before. After taking the average value of several groups of experiments, the stability increased by 26.58\%.


### 5.3.3 The Distance Between Vehicle and Target Becomes Smaller

Figure 7 shows that the distance between the target and the platform is decreasing over time. Subgraph Figure 7(a) exhibits that the target and the vehicle are moving forward, and the vehicle speed is greater than the target speed $v_{\text {car }}>v_{\text {target }}$. Subgraph Figure 7(b) concludes that the target and the vehicle are moving backward, and the vehicle speed is less than the target speed $v_{c a r}<v_{\text {target }}$.

Figure 7. Distance reduction experiment

When the distance between the target and the platform continues to decrease over time. Variance is applied to evaluate the stability of real-time ranging. In Figure 7(a), the blue line means that the unfiltered wave has a variance of 0.1096 , and the red line marks that the filtered wave has a variance of 0.0861 . The variance after filtering is reduced by $21.59 \%$ than before. After taking the average value of several groups of experiments, the stability increased by 23.58\%.

## 6 Conclusion

In this paper, we studied the monocular vision ranging method in the image and proposed a monocular ranging method based on the target pixel area and aspect ratio, so as to accurately obtain the distance between the camera and the target. First, we utilize the pixel area as one of the elements of distance measurement, which effectively improves the stability compared with the method that only depends on width or height. Secondly, this method also adds the target aspect ratio, thus improving the detection accuracy of the camera and target view angle changes. Finally, in the process of target detection data, this method introduces Kalman filter process to improve the stability of real-time detection as a whole. In the pedestrian target detection experiment, the
experimental results prove that, when the distance is within $3-7 \mathrm{~m}$, the average relative error of the distance measurement is less than $4.62 \%$. On the other hand, when the angle transformation is $10^{\circ}-60^{\circ}$, the average relative error of distance measurement is less than $4 \%$.

This ranging method combines KCF-SIFT target detection and tracking method together. Real-time tracking of simple targets is achieved on the ROS smart car platform. This method has made effective contributions to the construction of a multivehicle collaborative platform.
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    ## Require:

    Target image: image $_{\text {target }}$
    Real time video image: video frame

    ## Ensure:

    Real time target location: pos $=(x, y, W, H)$
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